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ABSTRACT 

Aliprantis, Dionysios C. Ph.D., Purdue University, December, 2003. Advances 
in Electric Machine Modeling and Evolutionary Parameter Identification. Major 
Professor: Scott D. Sudhoff. 

The design of robust power systems entails extensive use of computer simulations, 

increasing the demand for high-fidelity electric machine models. In the present study, 

new dynamic models for induction machines, synchronous machines, and brushless 

excitation systems are set forth. The models are derived within the orthogonal 

qd-axes theoretical framework. Their formulation is geared towards reflecting the 

machines' actual operating characteristics, in contrast to conventional models that 

utilize pre-determined equivalent circuit structures of questionable physical mean­

ing. The proposed induction machine model is developed for power-electronics based 

applications, where the high-frequency interaction between converter and machine 

is of particular interest. It represents magnetic saturation in the main and leakage 

flux paths, and uses an arbitrary linear network to capture the frequency depen­

dence of the rotor circuits. The proposed synchronous machine model is applicable 

to power system stability studies. It similarly addresses magnetic saturation as well 

as equivalent circuit issues. The proposed brushless excitation model features an 

average-value representation of the exciter-machine/rotating-rectifier configuration, 

and the incorporation of magnetic hysteresis. Novel experimental procedures are 

devised for characterizing the proposed models which utilize evolutionary optimiza­

tion techniques as a means for parameter estimation. The models are validated by 

comparison to experimental results. 
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1. INTRODUCTION 

When designing electric power systems of high complexity and importance, extensive 

use of computer simulations is a sine qua non. Systems whose operation is critical, 

such as large-scale commercial grids, aircraft power systems, or military ship power 

and propulsion systems must be studied for a plethora of operating points and con­

tingencies; efficiency, stability and continuity of service are major concerns [1, 2]. 

These considerations increase the demand for accurate dynamic models of power 

system components. 

The focus of the present study is on rotating electric machinery modeling. In par­

ticular, novel models for induction machines, synchronous machines, and brushless 

excitation systems are set forth. This research was motivated by well-documented 

deficiencies of existing machine representations-dating from as early as the be­

ginning of the twentieth century [3, 4], which become even more evident from the 

perspective of modern-day power-electronics based applications. 

The intent of this effort was to address conventional models' limitations with­

out sacrificing computational efficiency, amenability to large-scale simulations, and 

portability. To this end, the proposed models were derived within the orthogonal 

qd-axes theoretical framework [5]. This theory is adequate for predicting the dy­

namic performance of electric machines by employing relatively low-order models 

and is conveniently used in the majority of power system studies. 

Previous qd-axes machine representations are usually based on ad hoc equiv­

alent circuit structures, whose complexity grows when it is desirable to take into 

account additional phenomena. Equivalent circuits may be obtained using physi­

cal argumentation and are derived under simplifying assumptions that facilitate the 

mathematical analysis. However, the physical significance of the equivalent circuit 
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parameters (resistive, inductive, or capacitive elements) is diminished as the order is 

increased. In addition, the foreordination of a structure limits the applicability of a 

model to the specific problem at hand and does not guarantee that the same model 

would be useful in a different situation. Furthermore, due to the internal complexity 

of the equivalent circuits, the parameter identification procedure inevitably leads to 

the formulation of nonlinear problems which require specialized solving algorithms, 

and whose solution may not be uniquely obtained from experimental measurements 

at the machine terminals. Hence, equivalent circuit-based models have inherent con­

ceptional and practical disadvantages. Despite being validated through experience, 

they are not adequately accurate for modern simulation requirements, wherein the 

most precise representation of reality is desirable. 

These considerations steered this research away from the quest for "advanced" 

equivalent circuits and motivated the pursuit of a fundamentally different modeling 

philosophy. In particular, the substitution of equivalent circuit structures with ar­

bitrary (that is, lacking a predefined structure) linear networks is proposed herein. 

These networks may be represented in the frequency domain by transfer functions, 

or in the time domain by the corresponding state equations. At first glance, these 

two approaches are mathematically equivalent; however, the arbitrary linear net­

work approach lifts the significant constraints imposed from equivalent circuit-based 

models. The proposed models become applicable to a broader range of situations; 

their generalized formulation permits a more faithful representation of the machine's 

actual operating characteristics and is well suited to modern frequency-domain mea­

surement methods. Furthermore, the complications of the parameter identification 

procedure are alleviated, since it is considerably easier to identify linear systems' 

time constants, rather than algebraically convoluted equivalent circuit parameters. 

Advanced modeling approaches-such as the ones herein-must incorporate the 

iron's magnetic nonlinearities. Indeed, the effects of magnetic saturation and hys­

teresis considerably affect machines' behavior. Hence, the proposed models are not 

purely linear networks, but they also contain nonlinear inductive branches to rep-
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resent saturating/hysteretic flux paths. This work demonstrates a way to integrate 

these nonlinear elements with the linear networks, in order to derive non-iterative 

time-domain dynamic models. 

A model's derivation must be discussed in conjunction with suitable characteri­

zation procedures, allowing extraction of the models' parameter values from exper­

imental data. Clearly, models not accompanied by parameterization methods are 

incomplete and inept for all practical purposes. Analytical formulas for obtaining 

parameters of (equivalent-circuit based) machine models [6, 7] may only serve as a 

first approximation for design purposes; they are not adequately accurate for the 

needs of dynamic machine modeling. Even finite element analysis, which takes into 

account the machine's design, has its own limitations that arise from the insuffi­

cient knowledge and subsequent mathematical representation of the iron's compli­

cated nonlinear characteristics (including minor-loop excursions). An experimental 

parameter identification procedure is therefore necessary for reproducing the actual 

observed behavior of electric machines. Traditional experimental procedures that are 

suitable for existing machine models are insufficient for characterizing more complex 

models. Hence, novel parameter identification techniques for the induction machine 

model, the synchronous generator model, and the brushless exciter model have been 

developed. The procedures only utilize measurements of electrical quantities at the 

machine terminals, obtained under relatively simple experimental setups. They do 

not require extra accommodations for internally placed sensors, which might present 

technical challenges and contribute to increased expenditures. 

A significant part of the characterization procedure concerns the analysis of the 

collected data and aims at fitting the predictions of the model to the observed be­

havior. This essentially involves solving an optimization problem, where the model's 

parameters are independent variables that may be adjusted to minimize the predic­

tion error. In this work, we employ evolutionary optimization algorithms for the 

purposes of parameter identification [8). As the name implies, these algorithms im­

itate the evolution of species and nature's unique ability to adapt-and in a sense 
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"optimize" -the characteristics of organisms to increase their probability of survival. 

Evolutionary optimization algorithms are increasingly being used in engineering ap­

plications, because of their flexibility, simplicity, and ability to produce solutions 

where other optimization methods fail to do so. Herein, their suitability to electric 

machine identification problems is demonstrated. 

1.1 Thesis Outline 

This work begins with a discussion of intrinsic characteristics and advantages of 

evolutionary algorithms over classical optimization methods, in Chapter 2. Therein, 

the adopted algorithmic structure and mathematical operators are set forth in detail. 

The dissertation continues with the proposed electric machine models. Chap­

ter 3 contains the induction machine model. This model is specifically designed 

for inverter-machine analysis. It simultaneously represents magnetizing saturation, 

both stator and rotor leakage saturation, and distributed circuit effects in the ro­

tor, therefore leading to accurate predictions for inverter-induced current and torque 

ripple. It is thus an ideal tool for the design of quiet electric drives, when the 

minimization of high-frequency acoustical noise is of particular interest. The model 

allows for the interaction of supervisory controls, modulation controls, inverter, and 

machine to be accurately and rapidly studied in an integrated analysis. A set of 

analytical forms for the leakage and magnetizing characteristics is proposed; this 

enables the derivation of small- and large-signal steady-state models, that in turn 

facilitate the experimental method of measuring the model's parameters. 

The synchronous machine model, presented in Chapter 4, is an extension of the 

induction machine model, similarly adopting the arbitrary-linear-network modeling 

philosophy. This model is recommended for power system stability studies. The 

equivalent circuit rotor structures found in conventional machine models are re­

placed by a two-port linear network. Magnetizing path saturation is incorporated 

in both axes, with a formulation insuring that conditions for conservative magnetic 
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fields are not violated. A suitable identification procedure is proposed, including a 

novel experiment that allows the simultaneous determination of the machine's turns 

ratio and magnetizing path characteristic from measurements at the terminals. The 

rotor parameters are identified from standstill frequency response tests using genetic 

algorithms. 

In Chapter 5, a brushless excitation system model is set forth. It features an 

average-value rectifier representation of all rectification modes, and the incorpora­

tion of magnetic hysteresis into the d-axis of the excitation using Preisach's theory. 

The model is a high-fidelity alternative to the widely used IEEE standard exciter 

representation, ideal for situations where the exciter's response is of particular in­

terest. To characterize the model, a method that utilizes the waveforms of exciter 

field current and main alternator terminal voltage is proposed. A genetic algorithm 

is employed to solve the optimization problem of minimizing the model's prediction 

error during a change in reference voltage level. 



 

6 

2. EVOLUTIONARY OPTIMIZATION 

In 1859, Charles Darwin first described a mechanism for the process of evolution, 

which he termed "natural selection" [9]. According to his theory, the population 

members of a species are in a constant struggle for existence, since more individuals 

are produced at each generation than can survive. In such a hostile environment, an 

individual's chances of survival are increased if it is better adapted to its environ­

ment than its competitors. This concept of "survival of the fittest," coupled with 

the mechanism of random variations (mutations) in the genome, gives rise to the 

evolution of species. Some mutations result in a profitable change in the organism's 

traits, while others might have the opposite effect of decreasing its degree of adapta­

tion. Since fitter members have a greater chance of surviving and thus reproducing 

themselves, the subsequent recombination of genetic material forces the preservation 

of the useful traits and the suppression of the undesirable ones. 

In mathematical terminology, evolution may be viewed as an optimization pro­

cess. The adaptation of a species to its environment is nature's way of searching 

a space for the fitness function's maximum value. The fact that nature has been 

successful in adapting innumerable species to a variety of environments is not mere 

coincidence. Rather, it implies that evolution is guided by a set of powerful principles, 

which although being relatively simple, may lead to the development of extremely 

complex structures [10]. These principles, when deciphered, may be imitated by 

humans and applied to their own optimization problems. 

Since Darwin's seminal work, which founded the biological sciences field of evolu­

tionary genetics, our knowledge has significantly broadened. Based on the discoveries 

in genetics, mathematicians and engineers have been able to propose a multitude of 

algorithms that mimic evolution, all gathered under the umbrella of "evolutionary" 
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optimization. Genetic algorithms [11], evolution strategies [12], evolutionary pro­

gramming, and genetic programming [13], are examples of algorithms inspired from 

natural evolution to handle man-made problems [14, 15]. The type of evolutionary 

algorithm that will be utilized herein is referred to as a genetic algorithm (GA) [16]. 

Nevertheless, it should be made clear that this GA is not the "canonical" genetic 

algorithm, although it follows the common structure of genetic algorithms. 

The foundations of genetic algorithms where laid out by John Holland and his 

students at Ann Arbor, Michigan, in the 1960s [17]. In Holland's original work, 

a theoretical framework was set forth for the use of genetic algorithms as generic 

adaptation methods in artificial systems. Holland's approach did not consider GAs 

as function optimizers in the traditional sense [18]; rather, they were methods to 

"maximize the cumulative payoff of a sequence of trials." In other words, the original 

GA was a solver of sequential decision processes. However, by means of specialized 

algorithmic modifications (such as scaling, elitism, etc.), GAs may be transformed 

into effective function optimizers. 

Over the years, genetic algorithms have proven to be efficient for searching 

through high-dimensional spaces, and have been used extensively as optimization 

tools when other optimization algorithms are insufficient. Since Holland's proba­

bilistic explanation using the "building-block hypothesis" and the "schema theo­

rem," a significant amount of research has been devoted to explaining why GAs 

actually perform as well as they do. For example, important theoretical questions 

that need to be addressed concern their convergence properties: will they locate the 

optimum [19-21]? If so, how fast? What are the parameters that affect conver­

gence [22]? This research is ongoing, since definite answers have not as yet been 

obtained [23]. It is not the purpose of this dissertation to expand on these issues. 

Genetic algorithms are utilized herein as optimization tools, and no contribution is 

made on evolutionary optimization theory. 
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2.1 Parameter Identification Using Genetic Algorithms 

The model-based parameter estimation process is illustrated in Fig. 2.1. In gen­

eral, it consists of the following steps [24]: 

1. Select a candidate model, parameterized by the parameter vector, () E }Rn. 

2. Design an "information-rich" experiment, i.e. one whose outcome is sensitive 

to all the elements of fJ. 

3. Apply the test signal to the system, gather a data set, zN, of N observations, 

y(k), k = 1, ... , N, and calculate the predictions of the model, fJ(k, fJ). 

4. Evaluate a prediction error, for example 

r::(k, fJ) = y(k) - y(k, fJ), k = 1, ... , N, (2.1) 

and an overall prediction error, such as 

(2.2) 

where cp(·) is a filtered version of r::(·), and R(-) is a scalar-valued positive func­

tion. Filtering of the observed data allows for attenuation of high-frequency 

measurement noise, or low-frequency instrumentation drifts. 

5. Find the optimal parameter vector, in the sense that the prediction error be­

comes as small as possible. The best estimate is 

(2.3) 

6. Validate the model using an alternate experiment. 

The minimization of step 5 may be performed using any optimization method, 

such as gradient or Newton-like algorithms [25]. In this thesis, a genetic algorithm is 

employed. Evolutionary optimization was preferred over "conventional" hill-climbing 

optimization on account of the following distinctive characteristics of a GA: 
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PLANT 
Observed output, y 

li est signal 
+ 

:E 
Prediction error, t: (fJ) 

-
MODEL 

i= F(x,8) Predicted output, y 
' 

f) OPTIMIZATION 
~ 

ALGORITHM 

Fig. 2.1. Illustration of the parameter identification process. 

e The objective function's gradient or Hessian is not required; GAs only use 

function values, hence being suitable for non-differentiable or discrete problems. 

e The search is guided probabilistically. 

e The GA operates on a population of solutions (rather than a single solution). 

e An initial guess "close" to the solution is not necessary; population diversity 

increases the probability of locating the global optimum, rather than getting 

"stuck" to a suboptimal solution. 

e GAs are amenable to parallel computation; function evaluations may be dis­

tributed among separate computers. 

A model's complexity may be prohibitive for analytically deriving a closed-form 

objective function expression VN( ·), evaluating its gradient (with respect to the pa­

rameters 8), or coming up with an approximate initial parameter set. For these 

reasons, GAs are highly suitable for parameter identification. However, only a lim­

ited number of publications, such as [26~30], contain examples where evolutionary 

optimization techniques have been applied to electric machine parameter identifica­

tion. 
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In summary, the genetic algorithm is used herein to solve the following con­

strained optimization problem: 

max1m1ze f ( e) 

subject to (} E D. 

The function f : ]Rn -+ JR+ is called the fitness function, and attains its maximum 

when the error is minimum. The domain D c JRn is defined by the minimum and 

maximum allowable value of the model's parameters (these bounds are usually based 

on engineering judgment): D = { (} : Bf in ::; 11 i ::; Bf1ax, \::/ i = 1, ... , n}. 

2.2 The Details of the Genetic Algorithm 

Genetic algorithms are usually described using terminology borrowed from the 

field of biology. The GA operates on a set of individuals (parameter sets) called 

the population, P, which has a fixed size, Nind· By analogy to the encoding of an 

organism's phenotype (the summation of its visible physical characteristics) into its 

genotype (the genetic makeup) [31], the members of the population contain encoded 

versions of the original parameter set values. In this implementation, individuals 

have a single chromosome with a number of genes equal to the number of parameters 

in e. The population is let to evolve for a specific number of generations, Ngen· 

Traditionally, in "canonical" GAs, the genes were represented using a binary­

number (or Gray) encoding of the real parameters. The selection of binary-number 

encoding is supported from Holland's theory of schemata and the hypothesis of im­

plicit parallelism [11, 17]. However, the use of a real-number encoding has become 

the standard in modern GA applications, since it offers increased precision and effi­

ciency [13, 32]. The GA used for this work also adopts a real-number encoding. 

Herein, two types of genes are defined: linear and exponential. A linear-gene 

variable ()i is encoded by 

(2.4) 
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An exponential-gene variable is encoded by 

ln(Bi/Of1in) 
Yi = ln( eyiax I erin) . (2.5) 

Note that these definitions lead to normalized genes in the range [0-1]. The expo-

nential gene type is used for searching through spaces that span several orders of 

magnitude. Decoding is achieved through the inverse relations, 

e. = emin + (emax - emin) y· 
i i i i i1 (2.6) 

or 

(
gmax)Yi e. = emin _i __ _ 

i i emm ' 
i 

(2.7) 

respectively. 

As mentioned previously, the GA used herein does not strictly adhere to the 

structure of a canonical GA. Although it reflects the neo-Darwinian model of organic 

evolution [8], it is a custom-made version which includes certain features that help 

accelerate the optimization process. Specifically, our GA implementation has the 

following structure: 

1. Initialization (at random). 

2. Evaluation of the population's fitness, i.e. evaluation of the prediction error 

and the fitness function f ( 0), for all 8 E D. 

3. Roulette-wheel selection of individuals in the mating pool, pre-conditioned 

with sigma-truncation [11). Sigma-truncation consists of ignoring all individu­

als whose fitness satisfies 

f' = f - [J - Ca--tr o-(f)] < 0, (2.8) 

where J is the average population fitness, o-(f) is the standard deviation of 

the population fitness, and Ca--tr is a constant. During roulette-wheel selection, 

a mating pool is formed by selecting Nind individuals from the population 

according to their fitness, with probability of selecting the j-th individual, 

( ·) f'j ~Nin<l j' Psel J = j L..k=l k• 
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4. Recombination, i.e. mating of individuals and exchange of their genetic mate­

rial, by application of the crossover operator, which produces two offspring, 

o1 and o2 , from two parents, p1 and p 2 . (Each member of the mating pool 

has probability Pmt of becoming a parent, since PmtNinct/2 matings take place.) 

The selected crossover method is simulated binary crossover (SBX) [15, 33], 

performed on a gene-by-gene basis with parameter 77. The offspring are linear 

combinations of their parents: 

01 = ~[(1 + /3)P1 + (1 - /3)P2], 

02 = ~[(1 - f3)P1 + (1 + /3)P2]. 

The spread factor /3 is a random variable, given by 

{ 

(2u)1/(71+1) 
/3= 

1 1/(71+1) 
2(1-u) 

for u :=::; 0.5, 

for u > 0.5, 

(2.9) 

(2.10) 

(2.11) 

where u E [O, 1] is a (uniformly distributed) random number. If an offspring 

happens to be outside the allowable [0,1] range, it is repositioned using the 

following rule: 1 

{

o - LoJ 

o'= 1-(o-LoJ) 

for o > 1, 
(2.12) 

for o < 0. 

5. Mutation, i.e. random variations of the genetic material. This is performed by 

two distinct operators: 

(a) Total mutation, where a gene is changed arbitrarily with probability Ptm 

per gene. 

(b) Partial mutation, where a gene's original value is perturbed according to 

a normal distribution of standard deviation O"pm with probability Ppm per 

gene. That is, the gene that undergoes mutation is modified in accordance 

with 

Y~ =Yi+ N(O, o-pm), (2.13) 

1The floor function, Lo J, returns the largest integer that is less than or equal to o. 
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where N(O, O"pm) is a random number arising from a zero-mean normal 

distribution. If y~ > 1, or y~ < 0, then y~ = 1 or y~ = 0, respectively. 

6. Evaluation of the individuals' fitness f(8) (only for the newly generated 8). 

7. Enforcement of the elitism property. The fitness of the current and previ­

ous best individuals is compared; if a fitter individual was not generated, the 

previous best individual is reinserted in the population. 

8. Random search (a localized search operator in the vicinity of the most fit 

individual that partially mutates the best individual Nrs times according to a 

normal distribution of standard deviation O"rs). Each gene of the best individual 

is perturbed by 

y~ =Yi· [1 + N(O, a2)], (2.14) 

where a2 = O"r8 U, and u is a uniformly distributed random number in [0,1]. (A 

new random number N(O, a 2 ) is generated for each gene, but the same u is 

used for all genes of an individual.) If y~ > 1, or y~ < 0, then y; = 1 or y; = 0, 

respectively. The new individuals are evaluated, and if a fitter individual was 

generated, it replaces the previous best individual in the population. 

9. If the current generation is Ngen, then stop; else, go to step 3. 

These operators are included in an early version of our genetic algorithm opti­

mization toolbox (ENEGAT, ver. 5.4 [16]), which was the one used herein. These 

routines have now evolved into a more integrated and powerful package [34]. To han­

dle the increased computational demands of multiple function evaluations, a parallel 

computing environment of 16 machines was developed, named GOPA (Genetic Op­

timization Processing Array). 
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3. INDUCTION MACHINE MODELING 

3.1 Review of Existing Models 

The ;'standard" qd-axes induction machine model, as described in [5] and de­

picted in Fig. 3.1, has been extensively used since the early twentieth century [4]. 

Its derivation is based on a series of assumptions, such as balanced stator and ro­

tor windings with sinusoidal mutual inductance, constant self-inductances, a smooth 

air-gap, and the absence of saturation, hysteresis, and eddy currents. This model is 

readily parameterized, easily implemented in time-domain dynamic simulations, and 

still today widely employed for induction machine studies. However, its accuracy is 

not sufficient for modern day applications, which involve power-electronic based drive 

systems and complicated control schemes. The research towards improved induction 

machine models has thus focused on incorporating the aforementioned details and 

phenomena that were originally ignored for simplicity, but nonetheless enhance the 

models' fidelity when accounted for. 

Winding function theory [35] is often utilized for taking into account the actual 

winding distribution of an induction machine. The analysis of a symmetric induction 

machine having an arbitrary number of stator phases and rotor slots was described 

Fig. 3.1. The standard induction machine model equivalent circuit 
structure (stationary q-axis shown). 
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m [36-38] using winding functions. If the assumption of sinusoidally distributed 

windings is dropped, the study of internal faults, such as broken bars or end ring 

segments, is also possible [39]. \Vith this theory, it was recently proved that a 

squirrel-cage rotor is equivalent to a set of orthogonal windings (if the stator winding 

is assumed to be sinusoidally distributed) [40]. The winding function approach also 

lends itself to the study of mechanical vibrations and audible noise. In general, 

information about the machine's design specifications is required, and saturation 

effects are not taken into consideration. 

However, representing saturation in induction motors is important; since in mod­

ern drive applications the flux is not maintained constant; variation of flux is often 

used as a means of optimizing a drive's operation [41]. The detuning effects of satu­

ration on field-oriented controllers have been thoroughly examined [42]. By ignoring 

saturation, "the gain of the slip calculator (i.e. the rotor time constant) is incorrect, 

the decoupling of flux and torque is disturbed and the field-oriented controller is said 

to be detuned" [43]. More advanced control schemes vary the flux levels in order to 

achieve maximum efficiency (for example, by minimizing hysteresis and eddy current 

losses) [ 44, 45]. In other applications, the drive's performance is optimized for static 

or dynamic maximum torque per ampere over a wide speed range [46-48], hence "the 

calculation of the obtainable torque as well as the design of a control scheme which 

makes it possible to reach maximum torque over the whole speed range must take the 

nonlinearity of the magnetization curve into account" [49]. According to [50], where 

the small-signal stability properties of an induction motor drive were investigated, 

"perhaps the most important influence of the saturation effect is in the damping of 

electrical transients." It was found that by adding resistance to the stator termi­

nals, a sustained oscillation was produced under no load. The accuracy in predicting 

the region of instability was improved by modeling the magnetizing path saturation. 

Therefore, for all cases where the machine's flux level is variable, magnetizing branch 

saturation modeling is highly significant [51]. 
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Magnetizing path saturation leads to the phenomenon of cross-magnetization. 

In [52], the existence of cross-coupling terms between the stator axes, and between 

stator and rotor axes in quadrature was demonstrated. The physical significance of 

this effect was questioned in [53], and the issue of cross-saturation has raised con­

troversy in the past, but it is nowadays recognized as an important, experimentally 

validated phenomenon [54-57]. 

Main flux path saturation is usually modeled using the nonlinear relationship 

between magnetizing flux and current. Due to the cylindrical rotor structure of in­

duction machines, magnetizing mmf and flux are collinear, so a single function is 

sufficient to represent saturation in any direction. This corresponds to replacing 

the linear magnetizing inductance Lm of Fig. 3.1 by a nonlinear saturating induc­

tance. For instance, the magnetizing flux-current characteristic may be expressed 

as Am = Lm(im) im, where flux and current are related to their orthogonal qd-axes 

components by ,\~ = ..\~d + ..\~q' i~ = i~d + i~q· This representation also predicts 

cross-magnetization effects, like, for example, the influence of q-axis current upon 

the d-axis flux: 8>.md = o[Lm(im) imd] = dLm(im) o_im imd = dLm('im) imdimq 
02m.q Bimq dim 02mq dim 2m 

Apart from the magnetizing path, the stator and rotor tooth leakage paths may 

saturate as well [58-61]. This phenomenon is pronounced during the acceleration 

from rest to rated operating speed, which is accompanied by the flow of large inrush 

currents and high torque pulsations that may lead to failures in the gear train. In [58], 

the leakage inductances L1s, L1r of Fig. 3.1 were replaced by nonlinear saturating 

terms. The model of [58] presents an example of an iterative model, where the 

resulting equations require iterations "to establish the proper values of saturated 

magnetizing and leakage fluxes for each time step." 

An alternative equivalent circuit structure was proposed in [62-64] (see Fig. 3.2). 

These models account separately for the saturation of the stator and rotor teeth 

and cores. They are more accurate than the model representing only the main 

path saturation, especially in cases of abnormal large-signal disturbances, but they 

suffer from tedious parameter identification procedures. The saturation dependent 



 

L1,a ,L1ra = stator and rotor end-winding leakage inductances 
Lsc,Lrc =stator and rotor core inductances 
L1,b, L1rb = stator and rotor slot leakage inductances 
Lm = magnetizing inductance, which represents the combined 

reluctances of the stator, rotor teeth, and the air gap 

Fig. 3.2. Equivalent induction machine circuit, as proposed by Ojo et 
al (stationary q-axis shown). 
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parameters may be obtained through finite element analysis, or experimentally using 

search coils positioned in the air gap. However, the voltages and loads required are 

much higher than their respective rated values, and the practicality of these methods 

is questionable. The saturation of the teeth and the stator core distorts the sinusoidal 

distribution of flux, and causes odd-order flux harmonics to appear in the air-gap [65]. 

Their impact on machine performance (production of torque ripple and extra copper 

losses) is minimal, but they generate zero-sequence components in the stator voltage 

waveforms that may be utilized as a means for locating the air-gap flux. 

When simulating ac drives, it is also desirable to represent the induction mo­

tor over a wide frequency band, from the slip frequency (a few milli-hertz) up to 

switching frequencies (tens of kilo-hertz). Although stator winding capacitive effects 

may become important for high frequencies [66), the part of the machine most sen­

sitive to frequency variations is the rotor (especially squirrel-cage rotors with deep 

bars) [67]. The skin effect is responsible for the variation of current density inside 

the rotor bars; when frequency increases, current tends to flow in the portion of the 

bars closest to the air-gap, thus increasing the resistance and reducing the leakage 

inductance of the rotor circuits. Models that take into account the deep-bar effect 

facilitate the design of drives with improved dynamic performance [68). The rotor 
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Fig. 3.3. Equivalent induction machine circuit, as proposed by Langheim. 

rs L1s 
L1r1 _, 

2 

Fig. 3.4. Equivalent induction machine circuit, as proposed by Levy et al. 

is usually approximated by a ladder network, whose blocks correspond to different 

sections of the bars (Figs. 3.3, 3.4) [69-71]. 

The equivalent circuit rotor parameters change with respect to the saturation 

level of the flux paths. Recent evidence suggests that the variation of rotor bar resis­

tance with current density is relatively minor compared to the corresponding leakage 

inductance drop [72, 73]. (The saturable nature of the rotor leakage inductance is 

even more apparent in closed slot designs, due to saturation of the thin rotor bar 

bridges.) Therefore, the rotor can be adequately modeled by a saturable leakage 

inductance in series with a linear equivalent circuit, as in Fig. 3.5. 

The electromagnetic field distribution around a rotor bar with a simple geometry 

may be computed analytically. It can be shown that the rotor bar impedance is a 

function of the square root of frequency. Hence the use of half-order-and in general 

non-integer order transfer functions-to model the frequency response of the rotor 

circuits is a logical step [74], potentially leading to models requiring less parameters 

than integer-order models. This idea has been recently extended to synchronous 
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Fig. 3.5. Equivalent induction machine circuit, as proposed by Smith et al. 

machines models [75], but there is still considerable research to be performed in this 

area, related in particular to the computation of the time response of such circuits. 

Further improvement in squirrel-cage induction machine models is achieved when 

considering currents flowing between the rotor cage bars due to the absence of in­

sulation from the laminated core [76]. This phenomenon depends on the effective 

bar-to-bar resistance value, which differs even between motors with identical designs 

and thus can not be predicted theoretically. The presence of inter-bar currents is 

responsible for significant variations of locked-rotor torque among nominally iden­

tical machines (which affects starting performance). Moreover, inter-bar currents 

introduce extra losses that cause the deterioration of efficiency under normal oper­

ating conditions. In the equivalent circuit proposed in [76] (see Fig. 3.6), the rotor 

elements are modified by a complex (not real) quantity F, which may be computed 

from the rotor geometry. 

r; 
F 

Fig. 3.6. Equivalent induction machine circuit (fundamental field 
only), as proposed by Williamson and Smith. 
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Yr(s) 

Fig. 3. 7. Equivalent circuit structure of the proposed induction machine model. 

The power loss mechanism in the iron core is still not well understood [77, 78]. 

Studies have shown that the classical formulas for hysteresis, eddy and other "anoma­

lous" (excess) losses are not accurate enough, especially in the case of inverter-fed 

induction motors, where factors such as frequency, loading level and the pulse-width­

modulation strategy are important. In any case, the model proposed in this thesis 

does not explicitly account for iron core losses. 

3.2 The Proposed Model-Mathematical Formulation 

The proposed model, whose structure is shown in Fig. 3. 7, simultaneously in­

cludes (1) magnetizing saturation as a function of the q- and d-axis magnetizing flux 

linkage, (2) both stator and rotor leakage saturation as functions of the stator cur­

rent, rotor current, and q- and d-axis magnetizing flux linkage, and (3) distributed 

effects in the rotor. This is done in such a way that the model is completely nonit­

erative at each time step, yielding a high degree of computational efficiency. 

In Table 3.1, the features of the different induction machine models are juxta­

posed. Notice that the rightmost column corresponds to the features of the proposed 

model. Apparently, the integration in a single model of main flux path and leakage 

flux path saturation (as a function of both current and magnetizing flux linkage) 

with distributed circuit effects in the rotor has not been achieved previously. Fur­

thermore, validation of the established models in the switching frequency range has 

never been addressed. 
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Table 3.1 
Features of induction machine models. 

[36] [39] [40] [52] [50] [51] [63] [42] [65] [64] [79] [69] [70] [73] [80] [72] [71] [58] [62] [81] [82] 
Magnetizing 

./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ ./ path sat. 

Leakage sat. 
./ ./ ./ (flux) 

Leakage sat. 
./ ./ ./ ./ ./ ../ ../ (current) 

Cross-
./ ./ ../ ../ ../ ../ ./ ../ ./ saturation 

Distributed 
./ ../ ./ ../ ../ ./ ./ ../ ../ rotor 

High freq. 
../ validation 

Spatial 
../ ../ ../ ../ harmonics 

3.2.1 Notation 

Throughout this analysis, matrix and vector quantities appear in bold font. Vec­

tor quantities have subscripts that denote the specific elements of the vector, e.g. 

fabcx = [fax fbx fcxf ' 

fqdOx = [fqx fdx foxf ' 

fqdx = [f qx f dxf . 

(3.1) 

(3.2) 

(3.3) 

Variables without superscripts, such as the ones above, are in an arbitrary reference 

frame of position() and angular speed w. An "r" superscript denotes that a variable 

is expressed in the rotor reference frame. The electrical rotor position is designated 

as (Jn and electrical rotor speed as Wr. The mechanical quantities are denoted by 

()rm and Wrm, while the number of poles is P. The transformation of stationary abc 

to qdO variables is defined by [5] 

(3.4) 
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where 

cos( 0) cos (o - 2
;) cos (o + 2

;) 

Ks(O) = ~ sin( 0) sin (0 - 2
;) sin (0 + 2

;) (3.5) 

1 1 1 
2 2 2 

3.2.2 Voltage equations 

The stator voltage equations may be expressed in abc variables as 

• d 'I. 
V abcs = r slabcs + dt Aabcs ' (3.6) 

where Vabcs, iabcs and Aabcs denote the stator winding (phase-to-neutral) voltages, 

currents flowing into the machine terminals, and flux linkages, respectively, and r 8 

is the stator winding resistance. Transforming (3.6) to an arbitrary reference frame 

yields 

(3.7) 

where Adqs = [>-ds - Aqs O]T. It will be assumed hereafter that the zero sequence 

variables can be neglected. 

The rotor circuits are modeled by two elements connected in series: a nonlinear 

element, to represent the saturation effects, and a linear element that represents the 

distributed effects of the rotor. So, the voltage equations of the rotor circuits are 

(3.8) 

where e~r' edr denote the voltage drop across the linear impedance, and A~r' >-:ir 

denote the flux linking the nonlinear part of the rotor circuits. 

In the frequency domain, the rotor currents are related to the voltage drops by 

i~r(s) = Yr(s) e~r(s), 

idr ( s) = Yr ( s) edr ( s)' 

(3.9) 

(3.10) 

where s is the Laplace operator--not to be confused with slip, and the tilde is used to 

denote dependence on complex frequency. (Later in this chapter, the tilde notation 
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will be used to represent phasor quantities.) In order to avoid transforming the 

admittance operator to an arbitrary reference frame, the rotor reference frame is 

selected for the analysis. The rotor admittance transfer function is of order Nn and 

may be expressed as 

(3.11) 

In the time domain, (3.9)-(3.11) may be expressed as 

d T A T B T 
dtXq = rXq + reqr ' (3.12) 

·T c T 
'lqr = rXq' (3.13) 

and 

d r A r+B r 
dixd = rXd redr ' (3.14) 

·T c T 
'ldr = rXd · (3.15) 

For implementation purposes, it is convenient to express the equations in quasi­

controller canonical form [83], with the following state matrices, 

0 1 0 0 0 

0 0 1 0 0 

Ar= (3.16) 
0 0 0 1 0 

0 0 0 0 1 

1 dri _ dr2 dr(Nr-2) dr(Nr-1) 
- drNr - drNr drNr drNr drNr 

Br= [o · · · ]T 0 _l_ 
drNr ' 

(3.17) 

Cr= Yro [1 nr1 . '. nr(Nr-1)] (3.18) 

It will be useful to note that 

d ·r CA r CB r 
J:i'lqr = r rXq + r reqri (3.19) 

-ffti~r = CrArX~ + CrBre~r· (3.20) 
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The incorporation of distributed effects in the rotor is one of the most impor­

tant features of the model. In the low-frequency range, the transfer function (3.11) 

governs the effective rotor resistance and how it changes with slip frequency. In the 

switching-frequency region, the transfer function partially replaces the traditional 

rotor leakage inductance parameter-another portion is taken into account by the 

nonlinear part. As such, it also mathematically captures the reduction in effective 

rotor leakage inductance with frequency. This drop-off is one of the most important 

factors in explaining why switching frequency current ripple is much higher than 

predicted with previous modeling techniques. 

3.2.3 Leakage path magnetics 

It is convenient to break the stator flux linkage vectors into leakage and magne­

tizing flux terms, as 

(3.21) 

where >i.rqds is the stator leakage flux, and A~qd is the magnetizing flux. 

The stator leakage flux linkage is a complicated function. Clearly, it depends on 

the stator current since the leakage flux path utilizes iron in the region of the winding 

where saturation can occur. It also depends on the rotor current, which serves as an 

mmf source able to saturate the zigzag leakage flux path. It is reasonable to assume 

that due to these localized effects, the leakage flux in a given axis is influenced by 

the stator and rotor current of the same axis. Moreover, since the permeance of the 

stator teeth is determined by the flux level, it is expected that the stator leakage 

flux linkage is affected by the magnetizing flux linkage in both axes. The functional 

form of the leakage flux can be incorporated in the leakage inductance L1xs as 

(3.22) 

where "x" can be "q" or "d." 

In practical terms, the effect of the current arguments is relatively minor, except 

during conditions in which the currents are significantly greater than rated. However, 
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the leakage inductance is significantly affected by the magnetizing flux and decreases 

quite rapidly as the flux level is increased. An implication of this on drive design is 

that reduction of flux level will reduce the switching frequency current and torque 

ripple. 

Similarly, the rotor flux linkage equations are expressed in terms of the rotor 

leakage flux >-rqdr and the magnetizing flux as 

(3.23) 

where the leakage flux linkages are given by 

\ r L ( ·r ·r \ r \ r ) ·r 
Azxr = lxr 'lxs' 'lxr' /\mq' /\md 'lxn (3.24) 

where again "x" represents either one of the two axes. 

3.2.4 Magnetizing path magnetics 

The magnetizing flux vector is assumed collinear with the mmf produced by 

the magnetizing current, i.e. they are related by the scalar function r m(,\m), which 

represents the absolute inverse magnetizing inductance. Hence, 

The magnitudes of the current and flux vectors are defined by 

,\m = J (,\~d)2 + (,\~q)2. 

Differentiating (3.25) with respect to time yields 

d ·r r ( "r ) d "r dt 1mqd = mi /\mqd dt Amqd ' 

where 

The 'i' subscript denotes incremental value. 

(3.25) 

(3.26) 

(3.27) 

(3.28) 

(3.29) 

(3.30) 
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The incorporation of magnetic saturation is important in order to correctly pre­

dict the magnetizing component of the current. In addition, since the effective incre­

mental inductance (r;:;,~) is much lower than the absolute magnetizing inductance, 

magnetic saturation also contributes to the underestimation of the current ripple in 

the standard qd-axes induction machine model, although this is not as important an 

effect as the leakage saturation and distributed effects of the rotor. 

3.2.5 Model integration 

It is now appropriate to integrate the various submodels into a unified induction 

machine model. Their equations are combined in the rotor reference frame. A 

convenient choice of state variables is the set x = { >.;:,,qd' x~, xd}. In this section, an 

algorithm is set forth to determine the functional dependence of the state variables x 

and inputs u as a differential equation of the form 

fltx = f(x, u), (3.31) 

which is the fundamental problem in defining any time-domain model. Although 

the model includes both magnetizing and leakage saturation, this can be done in a 

completely noniterative fashion. 

The first step in this procedure is to calculate the rotor, magnetizing, and stator 

currents as a function of the states. The rotor currents, i~r' id,r, are readily calculated 

in terms of the rotor admittance states, x~, xd,, from (3.13) and (3.15), respectively. 

The magnetizing currents, i~q' i'';nd' depend on the magnetizing flux states, as can 

be seen from (3.25) and (3.28). Finally, the stator currents are 

•r •r •r 
lqds = 1mqd - 1qdr · (3.32) 

The next step is to calculate the stator flux linkages, A~8 , .\d,8 • From (3.7), their 

time derivatives are 

d 'r _ r . ·r \ r 
(iiAqs - Vqs - r s'lqs - WrAds' (3.33) 

(3.34) 
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Note that these derivatives are computed as an intermediate calculation-they are 

not integrated since ,\~5 and ,\ds are not states. 

The goal of the ensuing analysis is the formulation of a linear system of equations 

with the rotor voltages across the linear impedances e~r and edr' as well as the time 

derivatives of the magnetizing flux linkages, fltA.~q and ftA.~d' taken as unknown. 

Differentiation with respect to time of the stator flux linkages (3.21) and (3.22) 

yields 

(3.35) 

A similar set of expressions can be derived from the rotor equations (3.8), (3.23) and 

(3.24): 

(3.37) 

(3.38) 

It is necessary to eliminate the dependence of (3.35)-(3.38) on the time derivatives 

of the stator currents. Using (3.29) and (3.32), we get 

(3.39) 

which may be used to obtain 

flt ,\~s = Lzqsqr ( ·) 1ti~r + 

+ { 1 + [ 0~~1:,~·) + 8~i~sOrmiU11] i~s + L1qs(-)I'mi(·)11} flt>..~q + 

+ { [DLzqs(-) + 8L1qs(-)r () ] ·r + L ()I' () } d \r -W- -a;r- mi · 12 iqs lqs · mi · 12 (jiAmd' 
md qs 

(3.40) 
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1Jt ,\~s = Lzdsdr ( · )-fhi~r + 

{ [
BLzdJ) + BLzcZsOr () J -r L ( )r ( ') } d \r + ~ --a;r- mi · 21 ids+ lds · mi · 21 (ii/\mq + 

mq ds 

+ {1 [ BL1ds(·) BL1ds(·lr () J ·r L ( )r () } d ,r + ~ + --a;r- mi · 22 ids+ lds · mi · 22 (iiAmd, 
md els 

(3.41) 

0 - T L ( ) d ·r {1 [aLlqr(·) 8Llqr(·) r () J ·r } d ,\T 
- eqr + lqrqr . (iiiqr + + a>.;;,q + oiqs mi . 11 iqr dt mq + 

+ [8Llqr(·) + 8L1qr(·)r ·(·) ] ·r Ji \T 
a>..r air mi 12 iqr dt /\md ' 

md q."i 
(3.42) 

0 - r + L ( ) d ·r + [8L1dr(·) + 8L1dr(·) r ( ) ] ·r d 'r 
- edr ldrdr . dtidr ~ ~ mi . 21 idr dt /\mq + 

rrtq ds 

{1 [8Lzdr(-) BLzdr(-)r () J ·r } d \T + + B>.:;.,_d + Bids mi . 22 idr (iiAmd' (3.43) 

where 

Lzqsqr(·) 
6 [BLiqs(·) _ 8Llqs(-)] ·r -L (·) (3.44) oir Bir iqs lqs ' qr qs 

Lzdsdr(·) ~ [ 8L1ds(·) _ 8L1ds(-) J ·r _ L (,) 
B-r B-r ids lds ' idr 7ds 

(3.45) 

Lzqrqr(·) ~ [ BLtqr(·) _ 8Llqr(·) J ·r + L (-) 
BT a·r iqr lqr ' 2qr 'Lqs 

(3.46) 

Lzdrdr(·) 
6 [ 8L1dr(-) _ 8Lldr(·) J ir + L (.) 

Bir Bir dr ldr • dr ds 
(3.47) 

The dependence on the rate of change of the rotor currents is readily eliminated 

using (3.19) and (3.20): 

{ 1 [
BLzqs(·) BL1qs(·)r () J ·r L ( )r () } d ,r + B>.f,,,q + oi~ 8 mi ' 11 'lqs + lqs ' mi ' 11 (iiAmq + 

+ { [BLlqs(-) + BLtqs(·lr () J ·r + L ( )r () } d ,r 
a>.:;.,_d oiqs mi . 12 iqs lqs . mi . 12 dt /\md + 

{ [
BLzds(·) BL ids(-) r ( ) ] ·r L ( )r ( ) } d ,\r ~ + --a;r- mi · 21 Zds + lds · mi · 21 dt mq + 

rnq ds 

{ 1 [ 8L1ds0 BLtds(·lr () J ·r L ( )r () } d ,r + + ~ + --a;r- mi · 22 ids+ lds · mi · 22 (iiAmd + 
rnd ds 
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{ l + [DLzqr(-) + oLz9r(·)r ·(·) J ir } .!iXr + 
o.A;;_,

9 
oi~, mi 11 qr dt mq 

+ [oLz 9r(-) + 8Lt9,(·)r ·(·) J /. !Ly + 
axr oir mi 12 qr dt md 

md q.s 

[
8Ltdr0 + oLzd·r(·)r ·(·) ] ir .!i,,\r + 

o.A!;,,q oids mi 21 dr dt mq 

{ 1 + [0L1dr(-) + oLzdr(-) r ( ) ] ·r } d , r + o.\~d oids mi . 22 idr dt Amd + 

The solution of (3.48)-(3.51) yields the time derivatives of two of the state vari­

ables (the magnetizing flux linkages ,,\~q and ,,\~d) and the rotor admittance voltages 

e~r and e'dr· These latter quantities may then be used in conjunction with (3.12) and 

(3.14) to calculate the derivatives of the remaining state variables x~r and x'dr· 

The electromagnetic torque of the motor is given by [84] 

(3.52) 

Although this formulation is more complicated than the standard qd-axes in­

duction motor model, it largely retains its computational efficiency (although it can 

have more states depending on the order of the rotor transfer function). In particu­

lar, despite the nonlinearities present, the model is completely noniterative at each 

time step, unlike several other induction motor models that incorporate magnetic 

saturation. This was accomplished by virtue of an appropriate choice of state vari­

ables as well as through the selection of the functional forms for the magnetizing 

characteristics. 
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3.3 Parameter Identification Procedure 

The workhorses of induction machine parameter estimation have been the "tra­

ditional" rotating no-load and locked-rotor tests [7, 85], from which the parameters 

of the conventional equivalent circuit (Fig. 3.1) may be obtained. If the machine's 

design is known, these experiments may also be performed on a computer using fi­

nite element analysis [86], since the magnetizing and leakage inductances may be 

calculated from the electromagnetic field. An alternative experimental technique is 

the method of voltage step tests, where a de voltage is switched across the machine 

terminals [87, 88]. In general, these experimental procedures excite the machine in 

the low-frequency range only. For high-bandwidth modeling, standstill frequency 

response testing is required [89, 90]. 

The above procedures are performed off-line, but a variety of methods have been 

proposed to track the variation of machine parameters on-line from actual operating 

data [91~93]. On-line identification is particularly useful for field-oriented controllers, 

where the rotor's time constant is critical, and where for optimal performance (e.g. 

in terms of maximum torque per ampere), the dependence of all parameters on sat­

uration must be determined and programmed in the controller's logic [94]. Other 

techniques for time-domain based parameter estimation for the standard qd-axes 

model (for instance, using free acceleration transients or other information-rich per­

turbations) have been reported in [26, 28, 95, 96]. 

Alternatively, parameters may be extracted from steady-state data, such as fam­

ilies of stator current, input impedance, power, or torque versus slip curves [97, 98]. 

In large power system level studies, when accurate data are not required or known, 

the equivalent circuits can be approximated from manufacturers' supplied data, e.g. 

full-load, locked-rotor and breakdown torque values, power factor, full-load amperes, 

etc. [99, 100]. When more detailed models are adopted, such as the one depicted in 

Fig. 3.5, parameter identification becomes more complicated. In these cases, it is 
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impossible to uniquely identify the models' parameters from external measurements 

only (voltage, current, speed, torque) [101]. 

It is common practice to lump all different aspects of the iron's nonlinear behav­

ior under the term "saturation" [102]. However, this is not correct and may lead 

to significant misconceptions. As far as the permeability is concerned, the following 

terms need to be differentiated, since they signify two distinct behavioral modes of 

the iron. The normal permeability is the ratio B / H and is usually used in large­

signal analyses. Under small-signal excitation, minor hysteresis loops are traversed, 

and the incremental permeability, b..B / b..H, should be used. In general, the incre­

mental permeability is a function of the biasing flux density and it is lower than the 

corresponding normal permeability. It is customarily defined by joining the tips of 

the minor loop. Therefore, parameter sets estimated from small-signal tests (such 

as the frequency response experiment) are not rigorously applicable for large-signal 

studies. Often, no information is provided in regard to how a parameter set has 

been obtained. In some cases, the steady-state value of magnetizing inductance is 

altered, in order to reflect its large-signal saturated value; this procedure is just a 

"practical synthesis." \\Then only a small-signal parameter set is available, then the 

analyst has no alternative but to use it. Despite all this, there has been evidence 

to suggest that small-signal parameter sets perform adequately, even for large-signal 

disturbances [102]. 

In this section, a suitable parameter identification procedure for the proposed 

induction machine model is presented. The procedure consists of a combination of 

rotating tests (under various loading conditions) and standstill frequency response 

tests. The superscript "r" denoting the rotor reference frame will be dropped for 

convenience. The machine under test was a Baldor Vector induction motor, type 

ZDN4115T, rated for 37.3 kW (50 HP), 460 V, 1775 rpm. 
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3.3.1 Representation of magnetic characteristics 

The proposed functional forms are intentionally general, to allow the maximum 

degree of freedom to the analyst. However, in order to use the model, specific 

analytical forms for the magnetic characteristics must be defined. A convenient form 

to use for the magnetization curve is a rational polynomial, since it can represent 

a wide range of behaviors and because, unlike a simple polynomial, it can remain 

bounded as the argument approaches infinity. In particular, r m(A.m) is taken to be 

of the form 

"'°'Oa (,A.2 )i 
f (A ) = L..i=O ai m . 

m m "'Ob b·(A.2 )j 
L..J=O J m 

(3.53) 

The polynomial only contains powers of >..;;. in order to obtain an even function in 

Am· 

It is also necessary to specify the form of the leakage inductance. The model 

is again quite flexible in form, but herein a simpler representation based on the 

following two assumptions is used. Firstly, the leakage inductances are primarily a 

function of the magnitude of the magnetizing flux linkage. For some applications, 

this assumption is not warranted. For example, if the model is used to study the 

line-start of large induction machines, the leakage inductance will saturate based on 

current. However, in drive applications, where large overcurrents do not typically 

occur, the leakage inductances are hypothesized to be adequately represented as a 

function of the magnetizing flux linkage only. This hypothesis is vindicated by the 

accuracy of the results. Upon making this assumption, it is clear that the leakage 

inductances of the q- and d-axis are equal. 

It will be further assumed that the leakage inductance of the stator and rotor 

are equal. In the presence of linear magnetics, the appropriation of the leakage 

inductance to the stator or rotor is irrelevant-there is an infinite number of identical 

equivalent circuits. In the nonlinear case this is not true, but it is reasonable to 



 

33 

Fig. 3.8. Induction machine test configuration. 

expect that the breakdown is not critical [59]. Therefore, it is assumed herein that 

the stator and rotor leakage inductances are equal, whereupon 

(3.54) 

Although the stator and rotor leakage inductances are taken to be equal, part of the 

rotor leakage inductance is physically represented in Y;.(s). Thus the majority of the 

leakage inductance is associated with the rotor rather than the stator circuits. 

As in the case of the inverse magnetizing inductance, the leakage inductance will 

be represented as a rational polynomial of the form 

'\:""'Oc (,\ 2 )k 
L ( ,\, ) = Dk=O Ck m 

l m '\:""'od d ( '2 )l 
Dl=O l Am 

3.3.2 Small-signal blocked rotor equivalent circuit 

(3.55) 

One of the principal experimental tests that will be utilized to characterize the 

machine is the measurement of the blocked-rotor impedance. For these tests, the 

machine under test was configured as shown in Fig. 3.8. If the reference frame 

position is arbitrarily set to be zero, it is readily shown that the test voltage, Vt, and 

test current, it, are related to the stationary q-axis voltages by 

Vqs =Vt' 

. 2. 
Zqs = ·flt. 

(3.56) 

(3.57) 

In order to measure the small-signal impedance, a de bias current is used to 

obtain the appropriate flux level, and the test voltage consists in general of a de 
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bias plus a small-signal ac perturbation. Therefore, for the purposes of linearization, 

variables may be expressed in the form 

x = Xo + .6.x. 

The q-axis bias current and the q-axis small-signal input impedance are 

. 2. 
Lq.sO = 3'lt' 

z _ 6.vqs _ §_ 6.ut 
qs - 6.iqs - 2 6.it ' 

(3.58) 

(3.59) 

(3.60) 

respectively; the tilde designates phasor representation. Since all the current is in 

the q-axis, we have 

(3.61) 

Further, since the de rotor current idro is zero, 

imqo = f m(Am9o)Amqo. (3.62) 

The stage is now set to linearize the dynamic model. First, linearization and 

Laplace transformation of the q-axis stator and rotor voltage equations (3. 7), (3.8), 

yields 

where Zr(s) 

yields 

(3.63) 

(3.64) 

1/Yr(s). Linearization of the flux linkage equations (3.21)-(3.24) 

.6.Aqr = .6.Azqr + .6.Amq , 

A\ £(' )A· +8Lz(Am9o)· A\ 
U/\[qs = l AmqO U'lqs 8)..m 'lqsO U/\mq , 

(3.65) 

(3.66) 

(3.67) 

(3.68) 

where it should be recalled that i 9ro = 0. Similarly, the linearization of (3.25) yields 

(3.69) 
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where the incremental inductance is given by 

(3.70) 

By manipulating these equations, it is readily shown that the small-signal input 

impedance looking into the q- or the d-axis may be expressed as 

z _ . + L (,\ ) + [DLz(AmqO) · + i] sLMo[Zr(s)+sL1(Amqo)] 
qs - rs S l mqO OAm ?,qsO Zr(s)+s[Lz(Amqo)+LMo] . (3.71) 

3.3.3 Steady-state equivalent circuit 

In addition to the small-signal blocked rotor equivalent circuit, the large-signal 

equivalent circuit is also valuable for parameter identification purposes. This analy­

sis is valid under the assumption of a fundamental-frequency balanced-set of input 

voltages. 

The derivation begins by noting that the derivative operator in the voltage equa­

tions may be replaced by j (We - Wr), since the rotor reference frame is used; We is 

the electrical frequency and j = -J=I. Moreover, recall that 

- -
fdx = jfqx, (3.72) 

where "x" may be "s" or "r" [5]. With these observations in mind, the steady-state 

stator voltage equation may be written 

- -
Vqs = r 8 iqs + jweAqs. (3. 73) 

Similarly, the rotor voltage equation becomes 

(3. 74) 

where 

(3.75) 

Dividing by the slip, 

(3.76) 
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Fig. 3.9. Induction machine steady-state equivalent circuit. 

yields 

0 _ Zr(Jws) ':- · \ 
- -S- Zqr + JWeAqr · 

The flux linkage equations are 

- - -
Aqs = Alqs + Amq , 
- - -
Aqr = Alqr + Amq . 

For balanced, steady-state conditions, 

therefore 

Finally, 

where 

),lqs =Lt( -/215.mql)iqs, 

),lqr = Li( -/21),mql)iqr · 

- - -
imq = iqs + iqr . 
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(3.77) 

(3.78) 

(3. 79) 

(3.80) 

(3.81) 

(3.82) 

(3.83) 

(3.84) 

Together, these equations suggest the steady-state equivalent circuit of Fig. 3.9. 
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3.3.4 Measurement of stator flux linkage 

The first step in the characterization process is the measurement of the open­

circuit stator flux linkage versus magnetizing current. For this study, the machine is 

fed by a three-phase inverter (at le= 30 Hz), and driven at synchronous speed. By 

selecting the time-zero position of the rotor reference frame to be equal to zero, we 
- -

have lqs =las· From the steady-state model, 

(3.85) 

Because imq and ,\mq are related by (3.83), and because for no-load conditions there 

is no current flowing in the rotor (iqs = imq), it follows that the above equation can 

be written in the form 

(3.86) 

Hence, 

(3.87) 

where "k" denotes the k-th point in a series of measurements, and where 

Lss,k = ~e Im { Vqs,k/Zqs,k} . (3.88) 

Shown in Fig. 3.10 is a curve representing the best fit to this data, which was 

determined using quadratic optimization. The test points are plotted as circles. In 

particular, with the test machine 

. 9.823. 10-2 + 5.614. 10-4 i 2 + 1.020. 10-7 i 4 

Lss ( i) = 1 + 4.499 · IQ-3i 2 + 6. 258 · I0-6i 4 
(3.89) 

3.3.5 Measurement of the leakage impedance 

The leakage inductance L1(>.m) is determined by measurement of the blocked­

rotor small-signal input impedance, as a function of the q-axis bias current iqso, using 

the test set-up depicted in Fig. 3.8. For these conditions, the d-axis is not excited, 
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Fig. 3.10. Stator flux linkage versus stator current. 
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so the q-axis stator current is equal to the magnetizing current, i.e. im = imq = iqsO· 

Moreover, there is no de current component flowing in the rotor circuits. 

The expression for the small-signal input impedance is given by ( 3. 71). However, 

significant simplification can be made by noting that for practical test conditions 

[
iJLz(>..mqo),; + 1] ~ 1 

iJ>..m ''QSO ~ ' (3.90) 

and that 

sLJ\;10[Zr(s)+sL1(>..mqo)] Z ( ) L (, ) 
Zr(s)+s[L1(>..mqo)+LMo] ~ r S + S l AmqO ' (3.91) 

whereupon 

(3.92) 

It follows that for a given bias current iqso the measured leakage inductance may 

be expressed 

(3.93) 

where again "k" denotes the k-th data point of this test sequence. In this equation, 

Zr(Jwe) is unknown. However, its imaginary part may be assigned arbitrarily­

subject to the constraint that L1 is always positive. In other words, since these 
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impedances are in series, moving inductance between Zr and L1 has little effect on 

the predictions of the model. For the machine under test, it was assumed that the 

imaginary part of Zr was Im{Zr(]we)} =(we) (4.5 · 10-3 ) D, at the frequency used 

to evaluate the leakage inductance, which was 60 Hz. 

It is desirable to characterize Lz,k versus the magnetizing flux level. Since there 

is no de rotor current, and treating the magnetizing flux as constant, Am,k = AmqO,k, 

we have 

(3.94) 

Rigorously, this expression is not correct. The stator inductance L 88 was determined 

from a large-signal test. On the other hand, Lz,k is the incremental inductance from 

the small-signal blocked rotor test. These quantities are not compatible, and should 

not be subtracted. However, this operation is not critical since the leakage is small 

compared to the magnetizing inductance; for the purposes of fitting, we could have 

completely ignored Lz, or have it set to an arbitrary small value. This compromise 

is justified by our lack of information about the large-signal leakage inductance. 

The best fit to a rational polynomial of Lz versus Am is depicted in Fig. 3.11. In 

the fitting procedure it is important to insure that the leakage inductance function 

is well behaved for all values of Am within a reasonable range. The result was 

Lz(Am) = (2.132 · 10-3 )/(1+0.7327A;;. - 0.3621A~ + 0.1209A~). (3.95) 

From this it can be readily established that the maximum value of I DL~~,:qo) iqso I is 

0.025 for the data points considered, so the assumption (3.90) is valid. 

Although the model requires the formulation of the leakage inductance as a func­

tion of magnetizing flux linkage, it will be convenient for characterization purposes 

to express it as a function of magnetizing current also. To this end, Fig. 3.12 depicts 

Lz versus im, where 
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Fig. 3.11. Leakage inductance versus magnetizing flux. 

Notice that the equality L1(>.m = 0) = Lz(im = 0) was not strictly enforced during 

the fitting procedure; this is reflected by the slightly different numerator coefficient. 

This small discrepancy does not compromise the accuracy of the analysis. 
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Fig. 3.12. Leakage inductance versus magnetizing current. 
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Fig. 3.13. Inverse magnetizing inductance versus magnetizing flux linkage. 

3.3.6 Calculation of the magnetizing flux linkage 

The next step in the development is the calculation of the function r m(>-m)· This 

is done by performing an artificial no-load test, in which the q-axis stator current is 

varied between zero and some value (close to rated); let the virtual test currents be 

denoted as iqs,k· Keeping in mind the underlying assumptions of (3.94), the functions 

(3.89) and (3.96) are used to calculate the magnetizing flux 

(3.97) 

Then, 

f m,k = iqs,k/ Amq,k . (3.98) 

The fictitious data points along with the best fit to a rational polynomial, 

r (>. ) = 10.39 - 4. 704>.~ + 1.648>..~ - 0.4258>..~ + 4. 717 . 10-2 >.~ 
m m 1 - 0.3373>..~ + 5.088 · 10-2 A~ - 7.319 · 10-3 A~. + 7.897 · 10-4 >.l5n ' 

(3.99) 

are plotted in Fig. 3.13. 
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Fig. 3.14. Magnetizing inductance versus magnetizing current. 

It is also convenient at this point to derive the magnetizing inductance versus 

magnetizing current fit, that will be used later. The result, 

. 9.613 · 10-2 + 5.478 · 10-4i;, + 9.963 · 10-8i~. 
Lm(im) = 1+4.375 · lQ-3i~ + 6.113 · 10-6i~ + 1.429 · 10- 13i~ 1 

(
3.lOO) 

is plotted in Fig. 3.14. Notice that the equality r m(>-m = 0) = [Lm(im = o)r1 was 

not enforced, since (9.613 · 10-2)-1 = 10.40, but this difference is insignificant. The 

contribution of the denominators' last term for all reasonable values of current may 

also be safely neglected, due to its very small coefficient. 

3.3. 7 Measurement of the low-frequency rotor impedance 

In order to characterize the low-frequency rotor impedance, one straightforward 

method is to operate the machine at a given voltage and allow the slip to vary. This 

procedure is similar to the one discussed in [103]. From the steady-state equations, 

(3.101) 

For the k-th value of slip, Sk, equating the magnitudes of both sides yields 

(3.102) 
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where Am = v'2!>.mql· This equation can be solved numerically for Am,k· Note that 

the varying-slip experiment creates large disturbances in the rotor, so that, once 

more, the usage of the incremental leakage inductance is not rigorously correct. The 

stator resistance of the machine under test was rs = 0.22 D. The rotor impedance 

may be calculated from 

(3.103) 

and the result will be written as a resistance in series with an inductance, i.e. 

(3.104) 

The set of values { .fs,k ( = w;~k) , Rr,ki Lr,k} taken during this test procedure is 

depicted in Fig. 3.15. (For this experiment, the voltage frequency was .fe = 30.2 Hz. 

Since rated slip is Srated = (1800 - 1775) /1800 ~ 0.0139, the rated value of slip 

frequency is .fs,rated = Srated.fe ~ 0.42 Hz.) As can be seen, at very low frequencies 

(less than 0.15 Hz), the inductance values are negative. Clearly, at this end the 

inductance data is unreliable, primarily because the reactance is low compared to the 

resistance. At a frequency of 0.3 Hz this is no longer a problem, and both resistance 

and inductance are relatively constant. Ideally, a larger range of slip values would 

be included in this test. However, the current becomes prohibitively high at larger 

slips. 

Once this data is collected, it could be used to fit a transfer function to the 

impedance Zr(s), that would be important in predicting the fundamental compo­

nent of the waveform. On the other hand, since the data is confined to very low 

frequencies, it is not sufficient to represent the high-frequency behavior, i.e. the 

switching-frequency dynamics. Such data is collected using a separate test proce­

dure as described in the next section. 
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3.3.8 Measurement of high-frequency rotor impedance 

0.7 

44 

To measure the rotor impedance at high frequency, it is convenient to perform a 

standstill frequency response test. The machine is configured as shown in Fig. 3.8; 

the slip at standstill is unity. From the small-signal input impedance equation, using 

the approximation (3.90), the rotor impedance may be expressed as 

Z = jwe,kLMo(iqso,k) [Zqs,k - rs - jwe,kLz(iqsO,k)] _ ·w .L (i ) 
r,k . L ( . ) [Z . L ( . )] J e,k l qso,k · 

]We,k MO 'lqsO,k - qs,k - rs - ]We,k l 'lqsO,k 
(3.105) 

The incremental inductance as a function of current differs from the expression (3. 70). 

In this case, it is given by 

L ( . ) £ (" ) dLm(iqsO.k) · 
MO ZqsO,k = m ZqsO,k + dim . ZqsO,k , (3.106) 

where the previously derived fit of (3.100) is now used. 

The high-frequency test results are depicted in Fig. 3.16. Two data sets were 

taken. The first set was taken with a bias current of iqso = 14 A. The second set was 

taken with a bias current of iqso = 27 A (rated flux is obtained with iqsO ~ 19 A). 

The upper plot depicts the computed rotor inductance, as well as the total input 
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inductance (at the stator terminals) for the two tests; the lower plot depicts the rotor 

resistance. As can be seen, the input inductance varies considerably depending upon 

the flux level, with the higher value of flux yielding the lower apparent inductance. 

However, it is interesting to observe that the rotor inductance for the two data sets 

is much closer together. Ideally, they should be identical. This fact does support the 

ability of the model to incorporate the complicated relationship between flux level, 

impedance, and frequency. As can also be seen, the resistance points are very close 

for the two flux levels, over most of the frequency range. 

3.3.9 Calculation of the rotor admittance transfer function 

The final step in the analysis is the determination of the rotor admittance transfer 

function. This will be constructed by concatenating the low-frequency with the high­

frequency rotor impedance data. The rotor admittance for the k-th point of the set 

is given by 

(3.107) 
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Fig. 3.17. Rotor admittance magnitude (in dB0-1) and phase. 

A question arises as to which data set to use for the high-frequency part. For 

the study herein, the two data sets were simply averaged. However, since best-fit 

techniques are used to captme the impedance, another approach would have been 

to simply use both sets of data in the curve fitting procedure. The magnitude and 

phase of the rotor admittance points, as well as the fitted curve to the frequency 

response, 

y; 6 1+7.931. 10-43 + 6.371. 10-9s2 

r(s) = 
7

· 
56

1+3.638 · lQ-2s + 1.644 · 10-5s2 + 2.892 · 10-11s3 ' 
(3.108) 

are depicted in Fig. 3.17. Note that the stability properties of the computed transfer 

function must be verified, to ensure that there exist no poles in the right-hand plane. 
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3.4 Experimental Validation 

The predictions of a standard qd-axes induction motor model [5] and the model 

set forth herein were compared with measured waveforms for our four-pole, 460-V, 

37-k\:V, 60-Hz induction motor drive. The inverter was fed from an 800-V de bus. The 

modulation strategy used was third harmonic sine-triangle, wherein the amplitude 

of the third harmonic injection was one sixth of that of the fundamental, and the 

carrier frequency was 4.88 kHz. The IGBT and diode voltage drops were taken as 

constants of approximately 1.9 V and 1.3 V, respectively. The delay times from a 

commanded turn-on of an IGBT to the time it started turning on, and from the 

commanded turn-off of an IGBT to the time it begins to actually turn off, were 

4.35 ps and 2.52 ps, respectively. The turn-on and turn-off times were 145 ns and 

320 ns, respectively. The commanded voltage and frequency were 464 V, line-to-line 

(fundamental rms), and 60 Hz, respectively. For the study shown, the speed was 

1790 rpm. 

The performance as predicted by the standard qd-axes model is depicted in 

Fig. 3.18. The parameters were obtained from no-load and blocked-rotor tests and 

were found to be r 3 = 0.22f2, Lzs = L;r = 3.63mH, LM = 88.7mH and r~ = 0.14f2. 

These values reflect the machine in a relatively cold state, and all studies were con­

ducted at a relatively cold state as well. Variables depicted include the c-phase 

inverter current, the c-phase current ripple (the phase current less its fundamental 

component), the per unit c-phase ripple current spectrum (the base current is 67 A), 

the electromagnetic torque, and the per unit electromagnetic torque ripple spectrum 

(the base torque is 200 N·m). 

The measured performance is illustrated in Fig. 3.19. Therein the air-gap torque 

was obtained from (3.52), where the variables were calculated by post-processing 

recorded terminal voltage and current waveforms. Comparing Fig. 3.19 to Fig. 3.18, 

it is evident that the classical qd-axes model drastically underestimates both the 

peak current and torque ripple by a factor of approximately 1.5-5 over the entire 
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Fig. 3.18. Drive performance predicted by standard model. 
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frequency range. In addition, the classical model is in error in its prediction of the 

average torque by approximately 20 N ·m. Clearly, the validity of using the standard 

model to evaluate the power converter /modulator strategy performance or to choose 

a switching frequency based on the current or torque ripple level requirements is 

highly questionable. 

The performance of the machine as predicted by the proposed model is shown 

in Fig. 3.20. It can be seen that the performance of the machine and the average 

torque are much more accurately predicted, over the entire frequency range depicted. 

The most evident differences between the simulated and predicted waveforms are in 

low-frequency (less than 2 kHz) spatial effects, such as the 120-Hz component of 

the torque, which are not represented in this model. The accuracy of the proposed 

model, both in terms of the fundamental component of the applied waveforms, as 

well as in terms of switching frequency components, make it ideal to use for com­

bined converter, supervisory control, switch level (modulation) control, and machine 

simulations. 
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Fig. 3.19. Drive performance as measured. 
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Fig. 3.20. Drive performance as predicted by the proposed model. 
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3.5 Magnetic Energy Considerations 

In this section, the energy storage in the coupling and leakage fields of the pro­

posed induction machine model will be investigated. It will be shown that the 

coupling field satisfies the conditions of a conservative field. However, the stator and 

rotor leakage fields are not conservative; this causes an amount of energy to be lost 

or gained when the states trace an arbitrary closed trajectory. 

3.5.1 Math background 

We begin by stating the following theorems. For detailed proofs, the reader is 

referred to any textbook on multi-variable calculus, such as [104]. 

Theorem 1 Let F : D -----+ JRn be a vector field, with components F 1 , ... , F n, that 

are continuous throughout some connected region D of JRn, and dR = [dx 1 · · · dxn]T. 

Then a necessary and s·ufficient condition for the integral 

(3.109) 

to be independent of the path joining the points A and B is the existence of a differ­

entiable function f such that 

F = \i'f = [ili_ · · · i!.L] T 
OXI OXn 

(3.110) 

throughout D. 

The independence of the above integral from the path of integration is the defining 

property of a conservative field. If F has continuous first-order partial derivatives, 

we can state the following theorem: 

Theorem 2 A necessary and sufficient condition for 

F=\i'f (3.111) 
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is 

(3.112) 

for all i, ,j 1 that is 1 the Jacobian matrix of F is symmetric. 

3.5.2 Coupling field 

It will be proven that the coupling field is conservative. In other words, the 

magnetic energy stored in the coupling field is a function of the machine's state only, 

as defined by the magnetizing flux vector )..~qd· (The remaining states of the model, 

x~r, x'dr, have no effect on the coupling field energy.) 

The electric power supplied to the coupling field is equal to the input power, 

minus the power lost in the stator resistance, minus the power that supplies the 

stator and rotor leakage fields, minus the power that is dissipated or stored inside 

the rotor admittance block (see Fig. 3. 7). After manipulation, the electric power 

supplied to the coupling field may be expressed as 

P 3 ( ·r \ r ·r \ r ) 3 ( ·r d \ r ·r d \ r ) 
e = 2Wr iqs/\md - ids/\mq + 2 imq di /\mq + imddi /\md · (3.113) 

The electrical energy provided to the coupling field is partly stored, and the rest is 

transferred to the mechanical system. If l¥t denotes the coupling field energy and 

Te the electromagnetic torque, then the power balance may be written as 

(3.114) 

where the product TeWrm is positive for motor action. 

Equating (3.113) and (3.114), and solving for the rate of change of the field energy 

yields 

In view of the torque equation (3.52), the first term equals zero, so the differential 

change of the coupling field energy may be written as 

dTXf _ _::!. ·r d \ r _::!. ·r d \ r 
n f - 2Zmq /\mq + 2Zmd /\md · (3.116) 
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By Theorems 1 and 2 (in this case, the vector field is F = ~ [i;;.q, i;;.d] r, and the 

independent variables are x = [>.;;.q, X~d]T), the coupling field is conservative if and 

only if 
!'.::i·r !'.::i,;rmd UZmq Uo 

a >.~nd f) >.~q . 
(3.117) 

For the assumed functional forms of the magnetizing currents (3.25), equation (3.117) 

does indeed hold, as can be readily verified after performing the necessary algebraic 

manipulations. Therefore, the coupling field is conservative. 

3.5.3 Leakage fields 

The stator and rotor leakage fields are not conservative. This is proved ana­

lytically for the rotor leakage field; on the other hand, the equations for the stator 

leakage field become intractable. However, the non-conservative nature of both fields 

will be demonstrated through computer simulations. This inconsistency of the pro­

posed model is not critical. The energy that is lost or gained in the leakage fields is 

negligible compared to the mechanical energy or the energy dissipated in the stator 

winding resistance. 

The power flowing into the rotor leakage field (specifically, the saturating leakage 

components of both axes) is 

n 3 ( ·r d 'r ·r d 'r ) Flr = 2 ZqrdtAlqr +idrdiAldr · 

Substituting the following relations in (3.118), 

>-Iqr = Lz(>-m) i~r, >-rdr = Lz(>-m) i~,., 

Am= J(>.r,nq)2 + (>.;;.d)2' 

and performing the differentiation with respect to time yields 

h ·2 - ( "( )2 (.,. )2 w ere z,. - zqr + idr . 

(3.118) 

(3.119) 

(3.120) 

(3.121) 
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To prove that the field is not conservative, it suffices to show that one of the 

symmetry conditions of Theorem 2 does not hold. We will consider the "interaction" 

between flt>..~d and the j-th component of the vector fltx;r. Hence, 

_ 3 A;;,d dLz(Am) · i~r C . _ 3 A;~d dLz(Am) ·r C . 
- Am Am 'lr ir r,.J - Am Am 2qr r,J ' (3.123) 

where C,.,j is the j-th component of the vector Cr. Also, 

(3.124) 

oF:x.r oFxr . 
Clearly, 0 r md =j:. 8 Ai'"J (they differ by a factor of two), hence the rotor leakage field 

xqr,J md 

is not conservative. 

3.5.4 A computer simulation study of the coupling and leakage fields 

The conservative nature of the coupling field, and the non-conservative nature 

of the leakage fields are illustrated through a computer simulation (Fig. 3.21). The 

induction motor is initially at rest. At t = 0, it is connected to a voltage source 

(460 V, line-to-line, rms) and is freely accelerated to synchronous speed (the load 

torque is assumed zero, and the system inertia is arbitrarily set to J = 1 Kg·m2 ). 

Then, after an equilibrium has been reached, a three-phase short-circuit is applied 

at the machine terminals (at t = 1.5 s). 

During this transient, all the machine states trace a closed trajectory that starts 

and ends at the origin. The various field energies are computed as follows: 1 

(3.125) 

(3.126) 

1The component of energy supplied to the stator leakage field through the voltage terms arising 
from the transformation to the rotor reference frame turns out to be zero. To see this, substitute 
Azds = Lz(.Am) i'ds and Azqs = Lz(Am) i~s into ~wr(i~s.A!ds - i:i 3 AzqJ· 
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Fig. 3.21. Magnetic field energy study. 
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(3.127) 

(3.128) 

(3.129) 

The results plotted in Fig. 3.21 reveal that the coupling field does not consume 

energy overall, because the energy used to establish it is fully returned to the system 

at the end of the study ( .6. l¥cf = 0). This is in accordance with the theoretically 

predicted conservative nature of the coupling field. 

However, the behavior of the leakage fields is unpredictable. First, note that the 

leakage field energy in this study became negative, which would not have been true 

under the assumption of a linear leakage inductance, where leakage field energy is 

always positive. 2 Moreover, since the net energy supply is negative (.6.W1r ~ -199 J, 

.6.W18 ~ -222 J), the leakage fields provided energy back to the system, which 

is physically impossible. This confirms the hypothesis of a nonconservative stator 

leakage field, and verifies the analysis for the rotor leakage field. 

A word of caution is deemed necessary at this point, since it is not appropriate to 

compare the leakage field energies with the coupling field energy. For example, one 

might wonder how it is possible for the leakage energy to be greater (in absolute value 

terms) than the coupling field energy. The conservative nature of the coupling field 

implies that 11' ef corresponds to an energy that is actually stored in the coupling 

field and is thus fully retrievable. On the other hand, Wzs and vVzr should not 

be interpreted as stored energies. Rather, they merely reflect energy consumed or 

supplied by the nonconservative leakage elements of the proposed model. 

Nevertheless, compared to the energy dissipated by the stator resistance and the 

energy transferred to the shaft, the amount of energy that is gained from the leakage 

fields is negligible (a few hundred versus several thousand joules). The dynamics of 

2T tl · b t"t t 'r £lin •r "r £lin •r · t (3 125) (3 126) d · t t o see 11s, su s 1 u e "lqds = 1 Iqds, A/qdr = 1 Iqdr, in o . , . , an in egra e: 
TXT _ 31£lin ·2 > Q UT _ 31£1in ·2 > Q 
YYls - 22 l is ' VY fr - 22 l i,. · 
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the system are not seriously affected by the leakage energy. Hence, this inconsistency 

has only a minor effect on overall system performance. 

3.6 Summary 

The proposed induction motor model is particularly useful in predicting switching 

frequency effects. It represents stator and rotor leakage saturation, magnetizing 

axis saturation, and distributed effects in the rotor circuits, using highly general 

functional forms. The simultaneous incorporation of these effects, and the high 

degree of computational efficiency (since the model is non-iterative at each time 

step) set it apart from other work in this area. Its relative computational speed and 

the fact that it is readily tied to power electronic converter and controls models make 

it ideal for studying power-converter /machine interaction as well as other aspects of 

drive performance, such as the effectiveness of supervisory controls. 

A set of analytical forms for the leakage and magnetizing characteristics of the 

induction machine model has been set forth. Based on these, the standstill small­

signal and rotating steady-state large-signal models have been derived and used to 

facilitate an experimental method of measuring the model's parameters. 

Furthermore, an inconsistency of the proposed model which becomes apparent 

from the viewpoint of magnetic energy storage in the coupling and leakage fields 

has been identified. Specifically, it was proved that (for the assumed inductance 

forms) the main path satisfies the constraints of a conservative field, in contrast to 

the leakage fields that are not conservative. However, the effect of this inconsistency 

is minor and may be safely neglected under most circumstances. 

This work has been published in a peer-reviewed journal [105, 106]. 
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4. SYNCHRONOUS MACHINE MODELING 

4.1 Review of Existing Models 

Synchronous machines are usually employed as generators connected to a power 

system. A generator model may be involved in two types of power system stability 

studies, namely large- and small-disturbance studies. A large disturbance often 

consists of a fault on the transmission system or the generator itself that the power 

system must be able to withstand without loss of synchronism. These studies extend 

to a time period of up to ten seconds, thus termed short-term transient stability 

studies. On the other hand, a long-term large-disturbance transient stability study 

runs for time frames on the order of minutes, focusing on the effects of the slower 

system dynamics, e.g. due to prime mover and energy supply system dynamics, 

voltage and frequency protection schemes, capacitor switching, or restoration of loads 

through tap changer action. Small-disturbance stability studies are performed using 

linearized system equations, to ensure that oscillations are sufficiently damped by 

the excitation system. 

In the current IEEE Standard [107], it is acknowledged that synchronous ma­

chines may be accurately modeled by two lumped-parameter equivalent circuits rep­

resenting the q- and the d-axis, such as the one shown in Fig. 4.1. These models 

are classified by the number of rotor circuits in each axis; for example, the model 

with the field winding plus one damper in both d- and q-axis is called model 2.1, 

the most common combinations being 1.0, 1.1, 2.1, 2.2, 2.3, and 3.3. The number of 

rotor "damper" branches is selected in accordance with the rotor design. Salient-pole 

generators with laminated rotors have copper damper bars in the pole faces that are 

connected with continuous end-rings, forming a squirrel cage amortisseur winding. 

In this case, model 2.1 is sufficient, since the eddy current effect is suppressed by 
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Lkq1 Lkq2 L1cq3 

Fig. 4.1. The IEEE Standard model of type 3.3. 

the laminated structure of the rotor. However, for machines with solid iron poles, a 

higher order model should be used to reflect the increased significance of distributed 

effects in the iron. Round-rotor generators are more complex. Their circumference 

is slotted to accommodate the field winding, which is held in place by wedges. The 

wedges' type, i.e. their magnetic properties (usually nonmagnetic), material (steel or 

aluminum), whether they are segmented or of full length, and other design details 

can significantly affect the machine's performance. Another important factor is the 

design of the pole-face, which may have circumferential or longitudinal slots. In 

these cases, models 2.2, 2.3 or 3.3 are recommended. 

The rotor-related part of the equivalent circuits proposed in the Standard differs 

from other "conventional" equivalent circuits [5, 108], since it contains a "differen­

tial leakage" inductance (denoted by L 112d in Fig. 4.1). Its use was proposed by 

Canay in his seminal paper of 1969 [109], to signify unequal coupling between the 

rotor windings and the stator, and between the rotor circuits themselves. In view of 

Fig. 4.2, the field and damper circuits are coupled with the stator with Lmd, while 

the coupling between the rotor circuits is Lmd + Lrc· A positive Lrc indicates better 

magnetic linkage between field and damper circuit than between stator and individ-
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Fig. 4.2. Equivalent d-axis circuit, as proposed by Canay. 

ual rotor circuits. This is the case for turbogenerators, because the dampers are also 

linked to the field through the tooth-top and slot-leakage fields that are common to 

both. A negative Lrc implies worse coupling. This occurs in salient pole machines, 

where part of the main field is not coupled with the dampers. Although there is 

clearly no question about the physical significance of this inductance, and despite 

the repeatedly demonstrated improvement in model predictions, differential leakage 

is still sometimes ignored by analysts. 

A variety of other circuit structures have also been proposed in the literature [110~ 

115]. For instance, in [110], the rotor's d-axis network was represented by three trans­

fer function branches, for which specific forms were proposed, as shown in Fig. 4.3. 

In [111], ladder networks of a different structure were used to model the solid iron 

rotor, depicted in Fig. 4.4. Canay [112] and Keyhani [113] utilize additional branches 

to take into account eddy currents in the slot walls for open field winding conditions 

(see Fig. 4.5). 

New circuits having L.r12d equal to zero may be obtained with an appropriate 

transformation, as was shown by Canay in his original paper, and again by Kirtley 

in [116]. This corresponds to forcing equal magnetic coupling between all rotor cir­

cuits and the stator winding-often called the "equal mutuals" base. However, the 

equal mutuals base is restricted to the case of three coupled circuits, that is, when the 

rotor has at most a field winding and one damper [117]. The most unconstrained 

form of equivalent circuit is one with differential leakage inductances between all 

damper circuits. Important theoretical results about equivalent circuits were pub-
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Fig. 4.3. Equivalent circuits, as proposed by Schulz et al. 

d-axis 

q-ax1s 

Fig. 4.4. Equivalent "ladder networks," as proposed by Bissig et al. 

lished in [118, 119], where it was shown that there is no unique RL ladder network 

representation of a given rotor two-port network with a prescribed impedance matrix. 

A further disadvantage of using a mathematical transformation to ensure a spe­

cific network structure (one with no differential leakage) is that it causes the new 

values of the stator leakage and magnetizing inductance to lose their original physical 



 

Fig. 4.5. Equivalent d-axis circuit with additional branch ZJE for open 
field conditions. 

L 1,. =stator end-winding leakage inductance (flux path in the air) 
Ldsc• Ldrc =stator and rotor core inductances 
L1sb• L 1arb =stator and rotor slot leakage inductances (flux path in the iron) 
Lmd = magnetizing inductance, which represents the combined 

reluctances of the stator teeth, the air gap, and the rotor poles 
Llfa• Llkd =field and damper leakage inductances (flux path in the air) 

Fig. 4.6. Equivalent d-axis circuit, as proposed by Ojo and Lipo. 
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meaning. If magnetizing path saturation is to be considered-either by adjusting 

the magnetizing branch inductance or by replacing it by a nonlinear element--the 

physical significance of these elements should be preserved [120]. Although some 

physical significance may be attributed to the parameters of models with up to three 

"damper" circuits [121], it is gradually lost as the order is further increased, as is rec­

ommended for accurate transient stability or subsynchronous resonance studies [122]. 

Apart from equivalent circuit related problems, synchronous machine research has 

also focused on the accurate incorporation of magnetic saturation, which has been 
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shown to considerably affect their operating characteristics [123]. Different methods 

to model this complicated phenomenon were analyzed in a variety of publications, 

such as [52, 124-134], usually by modification of the magnetizing inductance in the 

T-equivalent circuit. A different form of equivalent circuit, derived by considering 

the flux paths in more detail, was proposed in [124, 128] (see Fig. 4.6). This model 

independently represents saturation in the teeth and poles, and the stator and rotor 

cores, and is suitable for studies of asynchronous operation (such as in asynchronous 

starting) where the levels of core saturation are high. 

The incorporation of stator and rotor losses has been reported to have an effect 

on the machine's dynamic behavior [135]. The losses may be modeled with the 

addition of short-circuited RL stubs in the equivalent circuit. The parameters of 

these artificial windings may be determined from core loss measurements. However, 

the proposed synchronous generator model does not take core loss into account. 

4.2 The Proposed Model-Mathematical Formulation 

The purpose of this work is to address the aforementioned equivalent circuit is­

sues. In the model that is set forth herein, the equivalent circuit structure of the 

rotor is replaced by a completely arbitrary linear circuit, a two-port network for 

the d-axis, and a single branch for the q-axis, as shown in Fig. 4. 7. This approach 

has been adopted from the previous modeling work on induction machines (as dis­

cussed in Chapter 3), emphasizing the importance of the rotor's actual input-output 

behavior rather than the debatable physical meaning of the equivalent circuit pa­

rameters. It offers the advantage that once the transfer functions of these linear 

circuits are determined-using standstill frequency response tests for example, they 

may be immediately incorporated in the model. It does not require the tedious 

and time-consuming process of equivalent circuit parameter identification, to which 

numerous studies have been devoted [136, 137]. Indeed, this problem is highly non­

linear, and the solution algorithms often face convergence issues, accentuated by the 



 

65 

rs w).qs L,, idr 
--+ 

+ --+ + + 
ids 

Lma Vas Ya(s) vd2 I 
V fdr 

Fig. 4.7. The proposed synchronous machine model. 

fact that there is no unique solution. Furthermore, for modern computer simulation 

software such as Matlab® /Simulink [138] or ACSL® [139], the entry of a specific 

equivalent circuit structure is not required. Rather, it is more efficient to directly 

provide a state-space representation of the system to be simulated. The proposed 

model possesses such a form. 

In addition, the proposed model lends itself to the modification of the magnetizing 

inductances for saturation (and cross-saturation) modeling in both axes. Recent 

evidence suggests that lumping saturation effects in the magnetizing branch is a 

reasonable assumption [140, 141], and this hypothesis is further corroborated by our 

results. Although the leakage flux paths may saturate due to excessive current or 

by high magnetizing flux levels, synchronous generators are usually operated close 

to their nominal values of flux, so the leakage inductance may be assumed to remain 

constant for a wide range of studies. A derivation of the model's torque equation, 

and restrictions on the magnetizing inductances arising from the assumption of a 

lossless (conservative) coupling field will be presented in later sections. 

From a computer simulation point of view, the proposed model is of the voltage­

in, current-out type; the stator and field winding voltages are the inputs, while 
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the stator and field winding currents are the outputs. The model is computationally 

efficient in the sense that it is noniterative at each time step, and uses only a minimum 

number of states obtained from a minimal realization of the measured input-output 

behavior. It is especially suitable for time-domain dynamic simulations of power 

systems, as well as for the design and optimization of control schemes. 

4.2.1 Notation 

Throughout this chapter, matrix and vector quantities appear in bold font. The 

primed rotor quantities denote referral to the stator through the turns ratio, which 

is defined as the ratio of stator-to-field turns, TR = Ns/ Nfdr· The analysis takes 

place in the rotor reference frame; the often used "r" superscript [5] is omitted for 

convenience. The electrical rotor position, Bri and electrical rotor speed, Wri are P /2 

times the mechanical rotor position, Brm, and mechanical speed, Wrm, where Pis the 

number of poles. The transformation of stationary abc to qdO variables in the rotor 

reference frame is defined by [5] 

where 

cos Br cos (Br - 2
;) cos (Br+ 2

;) 

Ks(Br) = ~ sin Br sin (Br - 2
;) sin (Br+ 2

;) 

1 
2 

1 
2 

1 
2 

4.2.2 Voltage equations 

The stator voltage equations may be expressed in abc variables as 

• d" 
V abcs = rs labcs + dt Aabcs 1 

( 4.1) 

(4.2) 

( 4.3) 
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where Vabcsi iabcs and Aabcs denote stator winding (phase-to-neutral) voltages, cur­

rents flowing into the machine terminals, and flux linkages, respectively, and rs is 

the stator winding resistance. Transforming ( 4.3) to the rotor reference frame yields 

( 4.4) 

where Adqs = [Ads - Aqs OJ T. It will be assumed hereafter that the zero sequence 

variables can be neglected. 

The state equations of the d-axis two-port network (see Fig. 4.7) may be ex­

pressed by a linear system of order Nd as 

[
Vmd] ' 
Vd2 

(4.5) 

(4.6) 

and Cd were written as the column vectors, Bd1 , Bd2 , and the row vectors, Cd1 , Cd2 · 

The magnetizing branch voltages are equal to the derivatives of the corresponding 

magnetizing flux linkages, which will be computed in the ensuing analysis. 

The voltage vd2 may be eliminated from the equations, since it is related to the 

field voltage and current by vd2 = vfdr - r]drifdr· Using this, the following state 

equation is obtained: 

Similarly, the q-axis state equations are 

(4.7) 

(4.8) 

(4.9) 

where x E IftNqxl A E IftNqxNq B E IftNqxl C E IftlxNq and N is the order of q 'q 'q l q l q 

the q-axis system. 
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It will be useful to derive expressions for the current derivatives. From ( 4.6)-( 4.9): 

ii [idr] 
dt ·/ zfdr 

(4.10) 

(4.11) 

4.2.3 Rotor transfer functions 

In the frequency domain, the rotor currents and voltages are related by the 

transfer functions 

[~drl = [Yd(s)] [v:d] = [Yu(s) Y12(s)l r~mdl , 
ifdr Vd2 Y12(s) Y22(s) Vd2 

(4.12) 

iqr = Yq(s)vmq, (4.13) 

where s = JW, and the tilde is used to denote phasor quantities. The elements 

of Yd ( s) (y11 ( s), y12 ( s), Y22 ( s)) and Yq ( s) are strictly proper rational polynomial 

functions of the complex frequency s, of the form 

(4.14) 

The coefficients n0 and d0 may not be simultaneously equal to zero, since that would 

result in a pole-zero cancellation at the origin. This is a representation of a most 

general form, but a simplified version may be obtained for the d-axis if the physics 

of the rotor are taken into account. 

To this end, Faraday's law is applied to the field winding: vfdr = rfdrifdr +dXfdr/ dt. 

It can be seen that there is no de voltage drop besides the ohmic drop of the winding's 

resistance (which is external to the two-port network). This implies that there exists 

a direct path for de current between the primary and secondary sides of the two-port 

network. 
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Under this assumption, the constants n0 of the polynomials will all have the same 

absolute value, and the system will possess a pole at the origin. To see this, assume 

that the field side of the admittance block is short-circuited (vd2 = 0), so that 

iar = Yn(s)vmd, 

ifdr = Y12 ( s )vmd . 

( 4.15) 

( 4.16) 

As the frequency approaches zero (s -7 0), the hypothesis that at low frequency the 

two-port network behaves as an ideal series inductor implies that idr -7 -i/dr' so 

limyu(s) = -limy12(s). 
s-+O s-->O 

( 4.17) 

Since the denominator of ( 4.14) corresponds to the least common denominator of 

all elements of Yd(s), the n0 element of y 11 (s) is equal to -n0 of y12 (s). Similarly, 

setting Vmd = 0 and letting the frequency approach zero yields 

(4.18) 

Thus the n0 element of y12 ( s) is equal to -n0 of y22 ( s ). This observation, coupled 

with the fact that these admittances become infinite as s -7 0 (again because of the 

assumption that the network acts as an ideal series inductance at sufficiently low 

frequency), implies that the d-axis transfer functions must have the following forms: 

1 + a1s + · · · + aNrlsNrl 
Yn(s) = Ydo s(l +dis+ ... + 5NrlsNrl)' 

N 1 1 +,Bis+···+ PNrls d-
Y12(s) = -Ydo s(l +dis+ ... + 5Nr1sNd-l)' 

1 +/IS+ ... + /Nd-1SNd-l 
Y22(s) = Ydo . 

s(l + d1S + · · · + dNd-lsNd-l) 

(4.19) 

(4.20) 

( 4.21) 

The formulation of the q-axis transfer function is more straightforward, due to 

the absence of a field winding. In particular, the q-axis transfer function may be 

expressed as 
1 + EiS +···+EN -lsNri-l 

Yq(s) = Y;zo q N 
1 + (1s + · · · + (Nqs q 

( 4.22) 

In this case, poles and zeros at the origin are not allowed. 
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4.2.4 Realization theory 

The rotor transfer functions are the starting point for the computation of the 

time-domain state matrices, as used in ( 4. 7) and ( 4.8). The problem is to determine 

an internal, state-space description of a linear system, given its external, input­

output description. This is the subject of system realization theory [83]. 

Numerous algorithms exist for deriving a realization. However, for increased com­

putational efficiency, it is desirable to obtain a system of the least possible order, a so­

called minimal realization. In contrast to the single-input/single-output case, where 

it is rather straightforward to obtain a realization, the multiple-input/multiple­

output case (like the two-port d-axis rotor system) is more complicated. The dif­

ficulty arises when determining the minimal realization order. Consider a transfer 

function written in the form Y ( s) = N ( s) / rny ( s), where N ( s) is a matrix of polyno­

mials and my ( s) is the minimal polynomial of Y ( s). 1 The roots of rny ( s) constitute 

a subset of the eigenvalues of the minimal realization; hence, a minimal polynomial 

with two roots may correspond to a system with a second, third, or fourth order 

minimal realization. 

In the case of the proposed model, the transfer function matrix entries are the 

functions ( 4.19 )~( 4.21), the degree of the minimal polynomial is Nd, and the order 

of the minimal realization is 2Nd - 1. This is proved using the following theorem: 

The order of any minimal realization is equal to the degree of the char­

acteristic polynomial, py ( s), of the transfer function matrix Y ( s) [83, p. 

397]. 2 

It remains to compute py(s), given the functional forms (4.19)~(4.21). 

1The minimal polynomial is defined herein as the monic least common denominator of the transfer 
function entries. A polynomial is monic when the highest order term has a coefficient of one. 
2The characteristic polynomial py ( s) is defined as the monic least common denominator of all 
nonzero minors of Y ( s). 
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Let us write the d-axis transfer function as 

1 1 
Yd(s) = ( )N(s) = ( ) mys mys 

( 4.23) 

where 

(4.24) 

It is assumed that no common factors exist between nu ( s), n 12 ( s), n 22 ( s), and my ( s). 

To obtain py(s), it is necessary to compute all nonzero minors of Yd(s). The first 

order minors are the entries of Yd ( s), and their monic least common denominator is 

(by definition) the minimal polynomial my(s). The second order minor is equal to 

the determinant 

D( ) 
= nn(s)n22(s) - ni2(s) 

s 2 ( ) • mys 
(4.25) 

Taking into account the specified forms of the transfer functions ( 4.19 )-( 4. 21), it is 

readily shown that the numerator of D( s) has a root at the origin, which cancels out 

with one of the two zero roots of m} ( s). Hence, 

( ) ( 
Nd-1 ,>-1 )2 py s = s s + ... + UNd-1 . (4.26) 

The degree of the characteristic polynomial-the order of the minimal realization-is 

thus 2Nd -1. 

An algorithm to obtain a minimal state-space realization from the transfer func­

tion matrix is described in Appendix A. 

4.2.5 Leakage and magnetizing path magnetics 

The stator flux linkage is separated into leakage and magnetizing flux terms as 

( 4.27) 

where >..lqds is the stator leakage flux, and Amqd is the magnetizing flux. The same 

value of leakage inductance, L 18 , is used for both the q- and the d-axis. 
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The functional forms of main path saturation in the proposed model are similar 

to [130]. Since in the general case of a salient rotor machine, the mmf and flux 

vectors are not aligned, the following relations may be assumed for the magnetizing 

path: 

imq = r mq(~m)>..mq, 

imd = r md(~m)>..md. 

The mag11itude of the equivalent magnetizing flux vector is defined by 

~m = V >..:2nd + a >..;,,q , 

( 4.28) 

(4.29) 

( 4.30) 

where a is a saliency dependent parameter. Differentiating ( 4.28), ( 4.29) with respect 

to time yields 

(4.31) 

where 

( 4.32) 

The "i" subscript denotes incremental value. 

4.2.6 Torque equation 

The proposed model's electromagnetic torque equation may be derived by exam­

ining the energy balance of the machine's coupling field [5]. The coupling field is 

created by the magnetizing flux, which links both stator and rotor circuits. 

The electric power supplied to the coupling field is equal to the input power, minus 

the power lost in the stator and field resistances, minus the power that supplies the 

stator leakage field, minus the power that is dissipated or stored inside the rotor 

admittance block. Using the equivalent circuit of Fig. 4. 7 and ( 4.27), the electric 

power supplied to the coupling field may be expressed after manipulation as 

(4.33) 
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The electrical energy provided to the coupling field is partly stored, and the rest is 

transferred to the mechanical system. If liV:r denotes the coupling field energy and 

Te the electromagnetic torque, then the power balance may be written as 

( 4.34) 

where the product TeWrm is positive for motor action. Equating (4.33) and (4.34), 

and solving for the rate of change of the field energy yields 

Hence, the differential change of the coupling field energy may be written as 

dw - awfdB 8W1 d' 8Wr d' 
f - 88,. r + 8>-.mq -"mq + 8>-.md -"md ' 

where 

8W1 _ 3 ( · , · , ) rri 2 
8Br - 2 Zqs-"md - 'lds-"mq - .Le p , 

aw1 _ 3. 
8>.mq - 2imq' 

8W.r _ ~. 
8)..md - 2'lmd. 

(4.36) 

(4.37) 

( 4.38) 

( 4.39) 

The change of coupling field energy from an initial state {Bro, Amqo, Amdo} to an 

arbitrary final state { Bri Amq, Amd} is obtained by integrating ( 4.36): 

1

Amq 1Amd 
3 · I 3 · I + 2 imq d\nq + 2 Zmd d,\md . 

AmqO AmdO 
( 4.40) 

Since the field is assumed to be conservative, the integration may be performed over 

an arbitrary trajectory. Assume that the initial energy is W.ro = 0, and integrate 

the first term from Bro to Br, while the fluxes are maintained at zero-which forces 

Te to be zero as well. This transition does not change the field energy. Then, 

consecutively integrate each one of the fluxes from zero to an arbitrary final value, 

while keeping (Jr and the other flux constant. Recall that the transformation to the 
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rotor reference frame eliminates the dependence of the magnetizing inductances from 

the rotor position. The magnetizing currents are independent of Br--as in ( 4. 28), 

(4.29). Therefore, the final value of field energy Wr(en Amq, >..md) is independent of 

the angular position en i.e. 

aw1 = o. 
aer (4.41) 

This observation coupled with ( 4.37) yields the following well-known expression for 

the electromagnetic torque: 

( 4.42) 

For generator action (and Wr > 0) the torque will be negative. 

4.2.7 Restrictions on the inverse magnetizing inductances 

In ( 4.28) and ( 4.29), the inverse magnetizing inductances were defined as any 

arbitrary function of flux. However, to be consistent with the assumption of a lossless 

coupling field, certain modeling restrictions must be imposed [142, 143]. 

Specifically, the coupling field's energy expression, which in view of ( 4.41) has 

become 
{Amq {Amd 

W1(Amq, Amd) = Wjo + ~ f,. imq d>..'mq + ~ }>. imd d>..'md, 
AmqO AmdO 

( 4.43) 

must satisfy the requirements of a conservative field. A necessary and sufficient 

condition for this is (see Section 3.5.1) 

( 4.44) 

Substitution of ( 4.28) and ( 4.29) into ( 4.44) yields 

( 4.45) 

Cancelling common terms and integrating both sides yields 

( 4.46) 
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This restriction has to be enforced during the magnetizing characteristics' curve 

fitting procedure. Note that it also renders the incremental inverse inductance matrix 

r mi symmetric. 

4.2.8 Model integration 

The state variables are selected as x = { Amqd, Xq, xd}· The goal of the ensuing 

analysis is the formulation of equations for the time derivatives of the state variables. 

First, note that both rotor and magnetizing currents have been previously ex­

pressed as functions of the states: the rotor currents are given in terms of the rotor 

admittance states from (4.6) and (4.9); the magnetizing currents depend on the 

magnetizing flux states, as seen from ( 4.28)~( 4.30). Hence, the stator currents 

iqs = imq + iqr ' 

ids = imd + idr , 

are also functions of state variables. 

( 4.4 7) 

( 4.48) 

Next, the time derivatives of the stator flux linkages are calculated from (4.4), 

-fk>..ds = Vds - rsids + WrAqs) 

fli>..qs = Vqs - rsiqs - WrAds' 

( 4.49) 

(4.50) 

as functions of state variables and model inputs (the stator voltages). However, they 

are only evaluated as an intermediate calculation; they are not integrated since Aqds 

are not states. 

The differentiation with respect to time of ( 4.27) yields an alternate expression 

for the derivatives of the stator flux linkages (cf. (4.49), (4.50)): 

( 4.51) 

( 4.52) 
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The derivatives of the rotor and magnetizing currents may be evaluated using ( 4.10), 

(4.11) and (4.31), so 

!t>..d.s = Lzs [r mi(·)21ftAmq +I' mi(·h2ftAmd + Cd1(Ad - rfdrBd2Cd2)xd + 

+ Cd1Bd1 :tAmd + Cd1Bd2v!dr] + -9t>..md) ( 4.53) 

(4.54) 

The following linear system of equations may therefore be formulated: 

Lz.sI' mi(·)21ftAmq + {l + Lts [I' mi(·)22 + Cd1Bd1]} ftAmd = 

= {k>..ds - LzsCd1[(Ad - rfdrBd2Cd2)xd + Bd2VfdrJ, (4.55) 

{1 + Lzs [I' mi(·)u + CqBq]} ftAmq + LzsI' mi(·)12ftAmd = ftAqs - LzsCqAqXq, (4.56) 

where the quantities {k>-ds and {ft>..qs are obtained from (4.49) and (4.50). The so­

lution of (4.55), (4.56) yields the time derivatives of two of the state variables (the 

_magnetizing flux linkages Amq and Amd)· Apart from being integrated themselves, 

these derivatives are also inserted in ( 4. 7) and ( 4.8)--as the magnetizing voltages Vmq 

and Vmd-for calculating the derivatives of the remaining state variables xd and Xq· 

4.2.9 External impedance incorporation 

The model is flexible enough to allow the incorporation of an external resistance 

and inductance, connected in series with the field winding. For example, such would 

be the case of a brushless excitation system, when the detailed model of the exciter~ 

rectifier system is replaced by a nonlinear average-value model. Essentially, this 

simplification produces a voltage behind reactance representation of the exciter. As 

was shown in [144], the effective voltage at the generator field has the form 

I E' R' ·I L' d ·I vfdr = - eifdr - tr7I(lfdr' (4.57) 

where E' is the voltage behind the effective resistance, R~, and the transient induc­

tance, L~r; the primes denote that all quantities have been referred to the stator. 
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These voltage drops may be incorporated in the proposed model in a straightforward 

manner. 

In particular, the voltage at the field side of the d-axis admittance block may be 

written as 

E l (R' I ) ·I L' d ·I Vd2= - e+rfdrifdr- tr7I(lfdr· ( 4.58) 

Using (4.5) and (4.6) this equation becomes 

( 4.59) 

and solving for vd2 yields 

( 4.60) 

where K = (1 + L~rCd2Bd2)- 1 . After substitution of (4.60) into (4.5), the following 

modified state equation is obtained: 

ftxd = [ (INd - KL~rBd2Cd2) Ad - K(rfdr + R~)Bd2Cd2] Xd + 

+(I Nd - KL~rBd2Cd2) Bd1Vmd + rcBd2E
1

' ( 4.61) 

where INc1 denotes the identity matrix of dimension Nd x Nd. The derivatives of the 

magnetizing flux linkages are given by the solution of the linear system of equations 

formed by ( 4.56) and 

Lzsr mi(·h1-flt>-mq + { 1 + Lzs [rmi(·)22 + Cd1 (INd - r;;L~rBd2Cd2) Bd1] }-flt>-md 

= -fh>-ds - L1sCd1 { [ (I Nd - KL~rBd2Cd2) Ad - r;;(rfdr + R~)Bd2Cd2] Xd + KBd2E'}, 

(4.62) 

which was obtained by a procedure analogous to the one described in Section 4.2.8. 
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Fig. 4.8. The proposed synchronous machine model (at standstill). 

4.3 Parameter Identification Procedure 
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As discussed in Section 4.1, the current philosophy of synchronous machine mod­

eling for power system studies [107] proposes the use of equivalent circuit structures 

based on the orthogonal qd-axes theory. The pertaining characterization procedure 

aims at extracting the circuits' resistive and inductive element values [145], which 

is a difficult optimization problem. In general, the machine has been viewed as a 

linear network, whose frequency response may be determined from measurements at 

the terminals (by measuring for instance the operational inductances Ld(s), La10 (s) 

and the stator-to-field transfer function sG(s), [146--148]). 

The modeling perspective presented herein suggests replacing the equivalent cir­

cuits with generalized linear networks, as shown in Fig. 4.8. This approach is well 

suited to standstill frequency response measurements (SSFR), enabling the direct 

incorporation of the frequency response characteristic in the model, without the in­

termediate step of finding damper winding circuit element values. In this section, a 

suitable experimental characterization procedure for the proposed model is described 

in detail. 
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In the proposed method, the machine's magnetization characteristic and turns 

ratio are estimated first. When using a linear machine model, the turns ratio can not 

be uniquely determined by measurements at the terminals and is usually arbitrarily 

set to the manufacturer's value. However, the importance of the turns ratio value is 

increased when adopting a model that explicitly incorporates the nonlinear effect of 

magnetizing path saturation. In this case, every effort should be made to maintain 

the physical significance of the model's parameters [120]. 

The turns ratio determination procedure of [145] is based on extrapolating the 

ratio of field winding to magnetizing branch voltages at zero frequency using SSFR 

data; it is thus sensitive to the estimated value of Lmd and low-frequency noise. 

This work sets forth a novel testing procedure that utilizes the full range of the 

magnetizing ).--i curve, and is therefore less sensitive to measurement errors. The 

method is based on measuring the magnetic nonlinearity of the machine's iron from 

the armature and field sides. Compared to the commonly used method of voltage 

step tests [149, 150], the proposed testing procedure is simpler and does not require 

knowledge of the flux remanence. 

The second step in the characterization procedure is the measurement of the ro­

tor's transfer functions. This may be accomplished by performing a series of SSFR 

tests. Since the SSFR experiment was introduced [151], it has been extensively used 

in synchronous machine identification [152-158]. However, SSFR testing is not a 

panacea [111, 159], and it is clearly advantageous to identify the parameters when 

the machine is under nominal operating conditions [160]. Most of SSFR's inconsis­

tencies stem from the absence of centrifugal forces [161], as well as the use of low 

current levels which leave the leakage paths atypically biased and the rotor cool. 

Moreover, minor hysteresis loops are being traversed due to the iron's nonlinear be­

havior [102, 162]. Consequently, the measured magnetizing inductance corresponds 

to the incremental permeability of the iron and is thus significantly lower than the 

one obtained from the magnetizing curve. The proposed method addresses this 

problem by assuming that all magnetic nonlinearities may be lumped in the mag-
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netizing branches, while the linear elements remain unaffected by the saturation 

level [140, 141). The model structure lends itself to the separate identification of the 

magnetizing branch and the rotor circuits. Thus the analyst is offered the option 

of discarding the measured small-signal magnetizing inductance value and replacing 

it by a nonlinear saturating element that more closely represents the large-signal 

magnetizing path behavior. 

The proposed experimental procedure is applied to a Leroy-Somer brushless syn­

chronous generator, model LSA 432L7. This is a salient 4-pole machine, rated for 

59 kW, 600 V, at 1800 rpm. 

4.3.1 Rotor alignment procedures 

The characterization procedure for the proposed model requires independent mea­

surements at standstill along the q- and d-axis. The d-axis is conventionally defined 

as the axis of the field winding, while the q-axis lies 90° ahead for counterclockwise ro­

tation, as shown in Fig. 4.9. The stator-to-rotor reference frame transformation ( 4.1) 

is used to translate the original abc variables to qd coordinates. Since the machine 

is Y-connected, ios and Vos are zero. The mechanical angle Brm of the synchronous 

machine under test is measured with a 12-bit position encoder that gives a resolution 

of 0.088 mechanical degrees. 

b q 

a 

fd 

c 

Fig. 4.9. Synchronous generator winding diagram at an arbitrary rotor position er· 
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Fig. 4.10. Synchronous generator test configuration. (er = 0°) 

The stator is assumed to be geometrically symmetric and slotting is neglected, 

so the field winding's input impedance is independent of the rotor position er. On 

the contrary, the armature windings' impedance depends on er, due to the saliency 

and electrical asymmetry of the rotor. The neutral point is not available, so mea­

surements are taken line-to-line across phases b and c, while phase a is left open. In 

general, the experiments consist of connecting a voltage source to either the armature 

or the field winding, and capturing Vcb, Vfd, ic and ifd, as shown in Fig. 4.10. 

For this test setup, the stator mmf, that would be produced by current flowing in 

the series-connected b and c phases, is aligned with the corresponding axis. So, align­

ment with the q-axis may be achieved by exciting the field winding with a sinusoidal 

signal, measuring the open-circuit line-to-line stator voltage, Vbci and detecting the 

angle where Vbc becomes zero (when er = ±90°). To align with the d-axis, we detect 

the minimums of Vac and Vab, which occur at angles el and e2 (when er = 30° and 

er = -30° respectively); then, the d-axis is aligned at (e1 + e2)/2. Alternatively, 

the location of the d-axis may be determined by measuring the angle where vbc is 

maximum, but a note of caution is required at this point: the angle of peak voltage 

may not be accurately detected, as will be shown in the mathematical analysis that 

follows. 
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Excitation from the field side with the stator open only involves the d-axis and 

leaves the q-axis inactive (so that Vqs = 0 and iqs = 0). The inverse of transforma­

tion ( 4.1) [5] yields 

Vbs = Sin ( (),,. - 2
;) Vds, 

Vcs =sin (Br+ 2
;) Vds. 

( 4.63) 

( 4.64) 

The measured line-to-line voltage may be related to the d-axis stator voltage by 

subtracting (4.63) from (4.64), which leads to 

( 4.65) 

The d-axis voltage vds arises from the ac field excitation and is independent of the 

rotor angle. The change of Vcb due to a small rotor angle deviation, 6.Bn is 

( 4.66) 

This observation should clarify the reason why detection of the minimum Vcb (at 

Br = ±90°, where sin Br = ± 1) is more reliable than detection of the maximum Vcb 

(at Br= 0°, where sin Br = 0). 

4.3.2 Resistance measurements 

The first step in the characterization procedure is the measurement of the de val­

ues of stator and field winding resistance. Using a four-wire measurement technique, 

these were determined to be rs = 0.108 n and rfdr = 2.01 n at room temperature. 

The variation of resistance with temperature is not incorporated in the model. 

4.3.3 Magnetizing characteristic and turns ratio identification 

The second step of the characterization procedure is the determination of the 

magnetizing path's >.--i characteristic. This section contains the details of the pro­

posed method, which allows for the simultaneous determination of the turns ratio 
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and the d-axis magnetizing inductance. The method does not apply to the q-axis, 

whose characteristic must be obtained from a different type of test, unless test wind­

ings exist on the rotor. Herein, the q-axis characterization was performed using step 

tests. 

The proposed procedure consists of alternately exciting the stator and rotor wind­

ings (input side), while the other side (output side) is open-circuited. The output 

voltage and the input current are recorded with a dynamic signal analyzer. The exci­

tation may come from a low-frequency ac source or an adjustable de voltage source. 

The source is required to supply a current high enough to saturate the machine. In 

terms of output power, the equipment need only be rated for the maximum ohmic 

losses of each winding. When an ac source is used, the experiment consists of mea­

suring full hysteresis loops. When a de voltage source is available, the voltage is first 

increased to a point where the magnetizing path may be considered to be saturated; 

then, the voltage is slowly decreased to zero, and the upper extrados of the hysteresis 

loop is obtained. 3 In all cases, the tests must be performed at a low frequency in 

order to ensure that the currents in the rotor circuits are negligible. The terminal 

quantities may then be directly related to the magnetizing branch variables. 

The measured quantities have to be transformed to their respective qd values 

using ( 4.1). The rotor is rotated to ()r = 0°. When exciting the stator side, 

. . 2 . 
'lmd ~ 'lds = v13'lc, 

~m = Amd ~ Xfdr = TR · ).. fdr = TR J v fdr dt . 

When exciting the rotor side, 

· ·I 2 1 · 
'lmd ~ 1, fdr = 3 TR i jdr ' 

Amd = )s>..cb = }s J Vcb dt. 

( 4.67) 

(4.68) 

(4.69) 

(4.70) 

The integration of the voltage in ( 4. 68) and ( 4. 70) is performed numerically. If full 

hysteresis loops are measured, then appropriate integration constants may be found 

3The term extrados refers to the exterior curve of an arch-cf. the arch formed by a hysteresis loop. 
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such that the loops become symmetric around the origin. If the excitation is of 

the de type, then the integration constants are unknown. However, they may be 

determined, for example, by requiring that the magnetizing flux characteristic (or 

its extrapolation) intersects the origin. 

Similarly, for the q-axis step tests, the rotor is rotated and locked at Br = 90°, 

and 

. . 2 . 
'lmq ;:::::::: 'lqs = y'3Zc, 

Aqs = Alqs + Amq = }s j (vcb - 2rsic)dt, 

.\m = va Amq . 

(4.71) 

(4.72) 

( 4.73) 

In this measurement, an "output" side does not exist; the voltage sensor is transferred 

to the input. The magnetizing flux linkage is estimated by subtracting the stator 

leakage flux component from the overall flux. This leakage inductance is obtained 

from the d-axis SSFR test (and so the d-axis is characterized first.) 

The fundamental idea behind the procedure is to exploit the magnetic nonlinear­

ity properties of the machine's iron. Specifically, two d-axis magnetization curves, 

Amd(TR) vs. imd and Amd vs. imd(TR) may be measured by exciting the machine from 

the armature and the field side, respectively. Each experiment contains a variable 

that is directly measurable and one that depends on the turns ratio. The turns ratio 

is a free parameter that is adjusted until a value is found for which the two nonlinear 

saturation curves coincide. The procedure will fail for linear curves. The curvature 

introduced by saturation is essential. 

This process is illustrated in Fig. 4.11. The experimental equipment available 

consisted of (i) an ac source, whose current capabilities only allowed the machine to 

be saturated from the field side, and (ii) a de source that was capable of saturating the 

machine from the stator side. First, a hysteresis loop was obtained using a 10 mHz 

ac source. Next, the upper extrados curve was obtained using the de source. The 

field-excitation hysteresis loop remains fixed with respect to the flux linkage axis, 

but varies with respect to the current axis, in accordance with ( 4.69) and ( 4. 70). The 
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stator-excitation extrados changes in the opposite way, i.e. it remains constant with 

respect to the current axis but varies with respect to flux, as in ( 4.67) and ( 4.68). 

Its de offset is adjusted for each value of the turns ratio so that it coincides with the 

hysteresis loop close to the origin. There exists a single value of the turns ratio that 

minimizes the distance of the two curves. This value is quite accurately determined 

by trial-and-error. For this example, TR= 0.087. 

The following rational polynomial expression for the d-axis inverse magnetizing 

inductance may be derived by a least-squares fitting technique: 

r (\ ) = 3. 1 - 1.1225.m + 0.33485.;. 
md Am 10 A A 

29.20 - 32.48,\m + 9.261,\~ 
(4.74) 

This expression is valid for Am < ,\m1 = 1.6 V·s. For greater values, the rational 

function diverges, and an appropriate continuation is defined so that the flux linkage 

increases linearly with current with the same slope as at ,\m1. 

The q-axis function, i.e. the parameters a, f3 of ( 4.46), may then be estimated 

from ( 4. 7 4) using the value of leakage inductance obtained from the (autonomous) 

d-axis SSFR-based procedure described in the next section (0.97 mH). This yields 

(4.75) 

The fits of these functional forms to measured data are illustrated in Fig. 4.12. 

4.3.4 Rotor identification 

The third step in the characterization procedure is extraction of the rotor transfer 

functions, Yd(s) and Yq(s), from SSFR measurements at the machine terminals. Due 

to the small-signal nature of the SSFR test, the magnetic materials are traversing 

minor loops of their respective B-H curves. If all the tests are performed under no 

magnetization bias, the incremental permeabilities will keep constant throughout the 

tests. The values estimated for the magnetizing inductances are not valid for normal 

operating conditions and will be discarded. It is assumed that the rotor circuits are 
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independent of magnetizing flux. Model validation studies [140, 141] indicate that 

this is a workable assumption. 

The elements of Yd ( s) (y11 ( s), y12 ( s), y22 ( s)), and Yq ( s) are strictly proper ra­

tional polynomial functions of the complex frequency. Their equations are repeated 

here for convenience: 

y 1 + CY1S + ... + Cl'.NrlsNrl 
Y11 (s) = do s(l + 01s + ... + oNd-1sNrl) ' 

( 4.76) 

( ) 
- Y 1 + /31 s + ... + f3Nr1sNr1 

Y12 s - - do s(l + 01s + ... + ONd-1sNrl) ' 
( 4.77) 

1 + rtS + '.' + rNd-lsNrl 
Y22 ( s) = Ydo ( N 1) ' s 1 + 01s + · · · + 8Nrls r 

( 4. 78) 

1 + EtS +···+EN -lSNq-l 
Yq(s) = Yqo q N (4.79) 

1 + (1 S + · · · + (Nq S' q 

Setting s = jw, the transfer functions ( 4. 76)-( 4. 79) relate the rotor currents and 

voltages in the frequency-domain by 

[

Yn (s) 

- Y12(s) 
( 4.80) 

(4.81) 



 

88 

where the tilde denotes phasor quantities. After manipulation, the internal rotor 

quantities are related to measurable terminal quantities by 

l
ids - sL~d [vds--:

1

- (rs+ sLzs)ids]] 

ifdr 

( 4.82) 

(4.83) 

Parameter set uniqueness properties 

It is useful to know whether a given rotor model may be uniquely parameterized, 

since, if not, the identification algorithm may converge to a different parameter 

set every time it is executed. This section addresses the uniqueness properties of 

the proposed synchronous machine model. The existence of multiple equivalent 

parameter sets will be shown using the methodology outlined in [119]. 

The model under consideration is shown in Fig. 4.8. Under small-signal condi­

tions, the magnetizing branch inductances become linear elements, and the model 

represents a purely linear circuit. In general, the q-axis leakage inductance is not 

equal to the d-axis leakage inductance. 

The stator and field winding resistances may be accurately measured (at de), 

and will thus be considered as known. The turns ratio is also known. Hence, the 

parameters to complete the characterization of the d-axis are Lids, Lmd, and the rotor 

two-port network transfer functions. The goal of this analysis is to demonstrate what 

conditions must be satisfied between two parameter sets, so that the d-axis exhibits 

identical behavior. The results may be summarized in the following theorem, whose 

proof is given in Appendix B: 
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Theorem 3 If two d-axis networks are equivalent, then the following conditions 

between their parameters are satis.fied (the superscript 1*' is used to denote the pa­

rameters of the second network): 

TR Di;nd = TR* Lmd' 

and 

( 4.84) 

( 4.85) 

( 4.86) 

Equation ( 4.86) implies that the rotor impedance parameters (given by the in­

verse of the admittance matrix, Zd(s) = Yii1(s)) must all be scaled by the factor 

(TR* /TR) 2 , with the exception of zt1 ( s), which contains one additional term. This 

term may be accounted for by adding an external inductance, 

( 4.87) 

in series between the magnetizing branch and the two-port network. 

If the turns ratio were unknown, there would be an infinite number of equivalent 

parameter sets. However, if it is fixed to its measured (from the aforementioned 

procedure) value, then the network is unique. Hence, the identification procedure 

should ideally converge to the same parameter set each time. 

The q-axis is completely characterized by Lzqs, Lmq and Yq(s). In this case, the 

following theorem holds (for a proof refer to Appendix B): 

Theorem 4 If two q-axis networks are equivalent, then their parameters must sat-

isfy: 

Lzqs + Lmq = L7qs + L"':nq , 

Z*(s) = (L;,,q) 2 
Z (s) + [(L::',,q)

2 

- L* J s. q Lmq q Lmq mq 

( 4.88) 

( 4.89) 
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To force a unique solution, the leakage inductance is set to a pre-specified value, 

which due to lack of better information is arbitrarily equal to the d-axis value, i.e. 

Identification algorithm and experimental results 

To accurately capture the d-axis rotor dynamics, multiple SSFR experiments 

are required. SSFR experiments were conducted using the following test setups: 

(i) exciting the field winding side with the stator terminals open-circuited, (ii) ex­

citing the stator side with the field open, and (iii) exciting the stator side with the 

field shorted. For these tests, the following transfer functions were measured (the 

subscript indicates the setup number): 

(- ;-=1 \ _ Y12(s)sLmd 
Vds z fdr l(i) - - y22(s)+D(s) sLmd ' 

( f;' /z' ) = r' + l+y11 (s) sLmd 
fdr fdr (i) fdr Y22(s)+D(s) sLmd ' 

(v /i ) = r + sL + Y22(s) sLmd 
ds ds (ii) 8 ls y22(s)+D(s) sLmd ' 

(
-1 /-: ) _ Y12(s) sLmrl 
V fdr 'lds (ii) - - Y22(s)+D(s) sLmd ' 

( - /-: ) _ 'L [l+rfdrY22(s)] sLmd 
Vds Zds (iii) - rs+ S ls+ l+rfrlrY22(s)+[y11(s)+rfdrD(s)] sLmrl' 

(
-:, /-: ) _ Y12(s) sLmd 
z fdr Zds (iii) - 1+rfdrY22(s)+[y11 (s)+rfdrD(s)] sLmd ' 

( 4.90) 

(4.91) 

( 4.92) 

( 4.93) 

( 4.94) 

( 4.95) 

where D(s) = y11 (s) y22 (s) - yr2 (s) is the determinant of Yd(s). These equations 

were obtained by manipulation of ( 4.82). 

The q-axis is a single-port network, so only its input impedance is measurable: 

- /-: L sLmq 
Vqs 'lqs = rs + S ls + l+Y: ( ) L . q S S m,q 

(4.96) 

To quantify the difference between a series of measured and estimated data points, 

an appropriate error function must be defined. The one used herein takes into 

account the difference in both magnitude and angle of the complex quantities. Let x 

denote a transfer function for which { :h} is the set of measured data, and { xk} the 
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Magnitude error 
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Fig. 4.13. Plots of the normalized magnitude and angle error functions. 

corresponding set of predicted data for k = 1, ... , N points. A normalized magnitude 

error is defined based on Pk = lxk/xkl by 

if Pk 2: 1, 
(4.97) 

if Pk < 1. 

Also, a normalized angle difference error is defined based on !:l<f>k = ILxk - Lxkl by 

if !:l<f>k E (0, 7r], 
(4.98) 

if !:l<f>k E ( 7r, 2n]. 

These error functions return a value from 0 to 1, and all errors outside the specified 

bounds are mapped to 1, as shown in Fig. 4.13. 

The total prediction error for a transfer function is computed by averaging the 

length and angle errors: 

N 

E(x) = 2~ I: [Emag(Pk) + Eang(f:l</>k)]. ( 4.99) 
k=l 
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In this example, the summations were taken over all points in the frequency range 

10 mHz-1 kHz. The total d-axis error is the mean error of the three experimental 

setups, i.e. 

where 

Ed(i) = ~ { E [ (vds/i/dr) (i)J + E [ (v~fdr/i/dr) (i)J} , 
Ed(ii) = ~ { E [ (vds/ids) (ii)] + E [ (vfdr/ids) (ii)]} , 

Ed( iii) = ~ { E [ ( Vds/ids) (iii)] + E [ (ifdr/ids) (iii)]} 

The q-axis error is 

( 4.100) 

(4.101) 

(4.102) 

(4.103) 

(4.104) 

The goal of the parameter identification procedure is a set of parameters that 

minimize the prediction errors. One way to achieve this would be to use least squares 

fitting. Examination of (4.82) and (4.83) reveals that if Lz8 , Lmd and Lmq are known, 

a linear system may be formed having the coefficients of the transfer functions as 

unknowns. The number of rows (proportional to the number of experimental points) 

would be much larger than the number of unknown parameters, and a solution 

would be obtained in the least squares sense. Values for L18 , Lmd and Lmq could 

be iteratively provided, for example by a simple random search, or by a brute-force 

enumerative search, until the minimization of the prediction error. 

However, such a formulation leads to extremely ill-conditioned least-squares prob­

lems. Due to the formation of Vandermonde matrix blocks in the system matrix, the 

condition number increases rapidly with the system order as well as range of frequen­

cies [163]. For a single-input/single-output system, an appropriate weighting func­

tion may be selected to obtain a reasonable fit over a wide frequency range [148, 153]­

a procedure which is time-consuming, sensitive to the experimental data, and that 

requires an experienced analyst. For multiple-input/multiple-output systems, the 

weighting function technique is not readily applicable. Hence, the least squares 

method can prove highly problematic. 
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As an alternative, genetic algorithms may be utilized. For mapping the param­

eters to be identified to the genes of the GA, it is convenient to factor the transfer 

functions ( 4. 76)-( 4. 79) as follows: 

(4.105) 

( ) 
(1 + T131S) · · · (1 + Tf3(Nrl)S) 

Y12 s = -Ydo , 
s(l + T,518) ... (1 + To(Nrl)S) 

( 4.106) 

() 
(l+T11s)···(l+T1 (Nd-1)S) 

Y22 s =Ydo , 
s(l + T01s) · · · (1 + To(Nrl)s) 

( 4.107) 

( ) 
- (1 +Tels) ... (1 + TE(Nq-l)s) 

Yq s - Yqo . 
(1 + Tos) · · · (1 + Tt;Nqs) 

( 4.108) 

This is done because it is easier to set a search range for time constants than poly-

nomial coefficients. Herein, it is assumed that all time constants are real. If this is 

not the case, then it is straightforward to modify the parameterization in such a way 

as to accommodate complex conjugate pairs [164]. Since the minimal polynomial 

orders are not known beforehand, it is assumed that Nd = 2 and Nq = 1. If the 

GA would fail to provide a satisfactory fit, then Nd, Nq would be increased [165]. 

However, these values were adequate for our case. 

Two GA studies need to be run-one for each axis. The parameter values for the 

d-axis GA (see Section 2.2) were set to: Nind = 200, Ngen = 1500, TJ = 2, Cu-tr = 1.0, 

Pmt = 0.6, Ptm = 0.00714 ( = 1/7 /20), O"pm = 0.3, Ppm = 0.0286 ( = 1/7 /5), Nrs = 50, 

O"rs = 0.01. For the q-axis GA, the parameter values were: Nind = 100, Ngen = 200, 

TJ = 2, Ca-tr = 2.0, Pmt = 0.6, Ptm = 0.00667 ( = 1/3/50), O"pm = 0.3, Ppm = 0.0167 ( = 

1/3/20), Nrs = 25, O"rs = 0.01. The fitness is defined as the inverse of the errors 

( 4.100) and ( 4.104), i.e. f = 1/ Ed or f = 1/ Eq, accordingly. 

The study-specific GA settings are listed in Table 4.1. The evolution of the d- and 

q-axis GAs is displayed in Figs. 4.14 and 4.15. The GA was always able to generate 

a highly fit individual, with approximately the same genes, as expected from the 

uniqueness properties of the networks. The parameter set shown corresponds to 

the highest fitness among several evolutions. The magnetizing inductances were 
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Table 4.1 
List of GA variables and settings for synchronous generator characterization. 

variable units gene type min. max. :result 
d-axis Lmd mH lin. 5 30 14.26 

Lzs mH exp. 0.01 5 0.97 
Ydo l/H lin. 10 2000 1239.6 
Tal ms exp. 0.1 104 18.25 

Tf3l ms exp. 0.1 104 12.87 
T11 ms exp. 0.1 104 9.24 
T§l ms exp. 0.1 104 1.57 

q-axis Lmq mH lin. 5 30 8.75 
Yqo l/H exp. 0.01 100 5.82 
T(l ms exp. 0.01 104 1.46 

considerably lower than the ones obtained from the step tests. This is attributed 

to the incremental permeability of the iron for the small-signal SSFR test; their 

estimated values are hereafter discarded. 

80 
best fitness 

60 average fitness 

20 

0'--~~~~~~-'-~~~~~~--'-~~~~~~~--'----

0 500 1000 1500 
generation 

Fig. 4.14. Plot of fitness vs. generation number for the d-axis GA. 

The SSFR experimental points, and the fitted curves are shown in Fig. 4.16. 

Data was taken as high as 10 kHz, where parasitic capacitive effects become evident, 

so the fitting was constrained to 1 kHz. The errors, as defined in (4.101)-(4.104), 

were: Ed(i) = 0.0168, Ed(ii) = 0.0098, Ed(iii) = 0.0185 and Eq = 0.0084. The algo­

rithm was sufficiently robust not to be affected from noise at the low-frequency end. 



 

150 

tl.l 100 
tl.l 
(!.) 

B 
ti:: 

50 

50 100 
generation 

best fitness 

average fitness 

150 200 

Fig. 4.15. Plot of fitness vs. generation number for the q-axis GA. 
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For instance, measurements (a) and ( d) should be identical-assuming the system 

is linear, and indeed the estimated responses are. However, the low-frequency data 

of experiment (a) were contaminated with noise. This example underlines the im­

portance of performing multiple experiments and appropriately utilizing all available 

data. 
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The proposed synchronous generator model is validated using the experimental 

setup depicted in Fig. 4.17; therein, the generator is feeding a nonlinear rectifier load. 

The generator's prime mover is a field-oriented induction motor drive system that is 

programmed to maintain constant rated speed (its mathematical model is described 

in Appendix C). The voltage regulator uses a proportional-integral control strategy 

to maintain the commanded voltage (560 V line-to-line, fundamental rms) at the 

generator terminals; the brushless exciter's field current is controlled with a hysteresis 

modulator (this model is described in Appendix D). The generator is loaded with 

an uncontrolled rectifier that feeds a resistive load through an LC filter. The load 

parameters are: L = 7.5 mH, C = 500 µF, R1 = R2 = 32.5 D. The brushless exciter 

is represented by the model that is set forth later in this dissertation. 

For the first experiment, the switch S is closed so that the total resistive load is 

R = 16.3 D. The generator's voltage reference is modified according to the profile 

shown in Fig. 4.18. The envelope is computed from the synchronous reference frame 

voltages, 4 vn,env = 3 [ ( v~s) 2 + ( v;tJ 2 J. Each of the seven trapezoid shaped blocks 

4For a three-phase balanced voltage set, [(vg8 )
2 + (v,'.i,,) 2]! attains a constant value, equal to the 

peak of the line-to-neutral voltage. Therefore, in this case vu,env is also a constant that corresponds 
to the peak of the line-to-line voltages. However, in practice, the terminal voltages are not purely 
sinusoidal, thus creating ripple in the qd-axes synchronous voltages, which in turn reflects on the 
waveform of vn,env· 
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is characterized by a different slope (the same for rise and fall) and peak voltage: 

(1) 20000 V /s, 560 V; (2)-(4) 2000 V /s, 560 V, 420 V, 280 V respectively; (5)­

(7) 400 V /s, 560 V, 420 V, 280 V respectively. [Note: the above voltage values 

correspond to rms quantities.] 

This series of commanded voltage steps creates an extended period of significant 

disturbances, and tests the validity of the model for large-transients simulations. 

The actual voltage exhibits an overshoot, which is more pronounced for the faster 

slew rate steps. Moreover, due to the exciter's magnetically hysteretic behavior, 

it does not fall to zero. The predictions for mechanical speed (Fig. 4.19) are in 

excellent agreement with the experimental results. Finally, detailed voltage and 

current waveforms are depicted in Fig. 4.20. Since the proposed model is based 

on the qd-axes theory, higher harmonics attributable to the machine's design are 

not represented. This reflects on the voltage waveforms of Fig. 4.18, wherein the 

experimental waveform contains more ripple than the simulated waveform. However, 

harmonics that are caused by the nonlinearity of the load are predicted accurately. 

The second experiment involves sudden load changes. Initially, the switch S is 

open; at t = t 1 it is closed, and at t = t2 it is opened again. In Fig. 4.21, a low­

pass filtered version of the line-to-line voltage "envelope" is depicted. On average, 

the simulated and experimental waveforms are similar. As discussed above, the 

experimental voltage includes higher-order harmonics caused by slot effects. The 

mechanical speed waveforms are illustrated in Fig. 4.22. 
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Fig. 4.20. Steady-state voltage and current waveforms (560 V, line-to-line, rms). 
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Fig. 4.22. Shaft speed variation around the commanded value of 
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4.5 Summary 

An integrated perspective on synchronous machine modeling, using arbitrary 

transfer function representations that replace the rotor's equivalent circuit struc­

tures, has been presented. This approach offers several advantages, such as the 

direct incorporation of frequency response results into the model-without further 

consideration of equivalent circuit parameter identification-and accurate represen­

tation of magnetic saturation effects. The model retains the computational efficiency 

of the qd-axes theoretical framework and is suitable for small- and large-signal time­

domain simulations of power systems. 

A suitable experimental characterization procedure for the proposed model has 

been proposed. The procedure consists of magnetizing curve tests and frequency re­

sponse tests. Both experiments are performed off-line at standstill and are relatively 

easy to carry out. As part of this procedure, a novel method for extracting the turns 

ratio from the magnetizing curve data has been set forth. It was shown how the 

transfer functions of the rotor circuits as well as the stator leakage inductance may 

be extracted from manipulation of the SSFR, using a genetic algorithm to solve the 

nonlinear optimization problem. 

This work is pending publication in a peer-reviewed journal [166, 167]. 
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5. BRUSHLESS EXCITATION MODELING 

5.1 Introduction 

Brushless excitation of synchronous generators offers increased reliability and 

reduced maintenance requirements [168, 169]. In these systems, both the exciter 

machine and the rectifier are mounted on the same shaft as the main alternator 

(Fig. 5.1). Since the generator's output voltage is regulated by controlling the ex­

citer's field current, the exciter is an integral part of a generator's control loop and 

has significant impact on a power system's dynamic behavior. 

In this section, a brushless exciter model suitable for time-domain simulations of 

power systems is set forth. The analysis follows the common approach of decoupling 

the main generator from the exciter-rectifier. Because of the large inductance of a 

generator's field winding, the field current is slow-varying [170, 171]. Therefore, the 

VOLTAGE 
REGULATOR 

EXCITER MAIN AL TERNA TOR 

Fig. 5.1. Schematic of a brushless synchronous generator. 
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Te = Exciter's time constant 
Ke = Constant related to self-excited field 
EFo = Exciter's output voltage 
Se = Exciter's saturation function 
V x = Signal proportional to exciter's saturation 

Fig. 5.2. The IEEE Standard AC5A brushless exciter. 
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modeling problem may be reduced to that of a synchronous machine (the exciter) 

connected to a rectifier load. 

For power system studies, detailed waveforms of rotating rectifier quantities are 

usually not important (unless, for example, diode failures [172] or estimation of 

winding losses are of interest). Moreover, avoiding the simulation of the internal 

rectifier increases computational efficiency and reduces modeling complexity [173, 

17 4]. The machine-rectifier configuration may be viewed as an ac voltage source in 

series with a constant commutating inductance [175]; however, this overly simplified 

model does not accurately capture the system's operational characteristics [176-180). 

The widely used brushless exciter model proposed by IEEE (see Fig. 5.2) represents 

the exciter as a first-order system [181]; it was originally devised for small-signal 

analyses and its applicability to large-disturbance studies remains questionable [182]. 

An average-value machine-rectifier model that allows linking of a qd-axes machine 

model to de quantities was derived in [183]. This model is based on the actual 

physical structure of an electric machine and maintains its validity during large-

transient simulations. 
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In this work, the theory of [183] (which covered only mode I operation) is extended 

to all three rectification modes [184]. This is necessary for brushless excitation 

systems, because the exciter's armature current--directly related to the generator's 

field current~is strongly linked to power system dynamics [170]. During transients, 

the rectifier's operation may vary from mode I to the complete short-circuit occurring 

at the end of mode [173]. The exciter-rectifier configuration is analyzed on an 

average-value basis in a later section. 

The incorporation of ferromagnetic hysteresis is an additional feature of the pro­

posed model. Brushless synchronous generators may use the exciter's remanent 

magnetism to facilitate self-starting, when no other source is available to power the 

voltage regulator. However, the magnetization state directly affects the level of exci­

tation required to maintain a commanded voltage at the generator terminals. Hence, 

representation of hysteresis enhances the model's fidelity with respect to the voltage 

regulator variables. 

Hysteresis is modeled herein using Preisach's theory [185-189], using the so-called 

classical Preisach model (which describes "static" hysteresis, where the speed of the 

field's variation has no effect on branching). Preisach's theory has been employed 

for modeling magnetic cores in power electronic applications [190-196]; it has also 

been applied in finite element analyses of electric machines [197-203], usually from 

the viewpoint of iron loss computation. 

The Preisach model guarantees that minor loops close to the previous reversal 

point [204-206]. This property is essential for accurate representation of the exciter's 

magnetizing path behavior. Hysteresis models that do not predict closed minor loops, 

such as the widely used Jiles-Atherton model [207-213], are not appropriate. To 

see this, consider a brushless generator connected to a nonlinear load that induces 

terminal current ripple. This ripple transfers to the exciter's magnetizing branch 

current, and in the "steady-state" a minor loop trajectory is traced on the .A-i plane. 

If the loop is not closed, the flux can drift away from the correct operating point. 



 

106 

We begin with a notational and model overview. Next, a brief review of Preisach's 

theory is set forth. Then model development begins in earnest, with the develop­

ment of the Preisach hysteresis model, a reduced-order machine model, and the 

rotating-rectifier average-value model. \Ve conclude with a validation of the model 

by comparison to experimental results. 

5.2 Notation and Model Overview 

Throughout this work, matrix and vector quantities appear in bold font. The 

primed stator quantities denote referral to the rotor through the turns ratio, which 

is defined as the ratio of armature-to-field turns, TR= Nr/NJds· The electrical rotor 

position, e,, and speed, w,, are P /2 times the mechanical rotor position, (}rm' and 

speed, Wrm, where P is the number of poles. The analysis takes place in the stator 

reference frame (since the field winding in the exciter machine is located on the 

stator). The transformation of rotating abc to stationary qdO variables is defined 

by [5] 

(5.1) 

where 1 

cos er cos (er+ 2
;) cos (er - 2

;) 

K:(er) = ~ - sin er - sin (er+ 2
;) - sin (er - 2

;) (5.2) 

1 1 1 
2 2 2 

Since a neutral connection is not present, for = 0. 

The components of the proposed excitation model are shown in Fig. 5.3. The 

exciter model connects to the main alternator model through the field voltage, v fd, 

and current, ifd; it also requires Wrm· The voltage regulator model provides the 

voltage to the exciter's field winding, Vfds, and receives the current, itds· The exciter 

1The minus sign in the second row and the apparent interchange of the second and third columns 
from Park's transformation (as defined in [5]) arises from using a counter-clockwise positive direction 
for rotor position coupled with the location of the ac windings on the rotor. 
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model is comprised of three separate models, namely, the rotating-rectifier average­

value model, the Preisach hysteresis model, and the reduced-order machine model. 

The rotating-rectifier average-value model computes the average currents flow­

ing in the exciter armature, i~dr' based on ifd, the voltage-behind-reactance (VBR) 

d-axis flux linkage, >..dbr, and the (varying) VBR d-axis inductance, Ldbr. (The 

q-axis VBR inductance is also used, but is considered constant.) These voltage­

behind-reactance quantities are computed from the reduced-order machine model. 

The hysteresis model performs the computations and bookkeeping required to use 

Preisach's hysteresis theory. Its only input is the d-axis magnetizing current, imdi 

its output is the incremental magnetizing inductance, Lmi, that represents the slope 

of the hysteresis loop at a given instant. The integrations of the state equations are 

performed inside the reduced-order machine model block. The states are i fds and 

the d-axis magnetizing flux, Amd· The aforementioned variables will be defined for­

mally in the ensuing analysis. Notice that the proposed model is applicable whether 

hysteresis is represented or not; in case of a linear magnetizing path, the hysteresis 

block is replaced by a constant inductance term. 
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Fig. 5.4. Elementary hysteresis loop. 

5.3 Hysteresis Modeling Using Preisach's Theory 

Preisach's theory of hysteresis is based on the concept of elementary magnetic 

dipoles (also called hysterons). By definition, each dipole assumes either a positive or 

a negative magnetization state, in accordance with the history of the magnetic field. 

These simple hysteresis operators may be defined by their "up" and "down" switching 

values, a and (3, respectively. Equivalently, they may be defined by a mean value, 

m = (a+ (3)/2, and a loop width, w = (a - (3)/2. Their magnetizing characteristic 

forms a rectangular loop, as shown in Fig. 5.4. The action of the simple hysteresis 

operator on the field intensity, H ( t), is an elementary magnetization denoted as 

/a(3H(t) = ±1 or bmwH(t) = ±1. 

A simplistic physical interpretation of hysterons arises from the domain wall 

motion inside the material [214]. In general, domain wall motion is impeded by 

imperfections in the crystal structure-such as inclusions of nonmagnetic matter. 

In the presence of an applied field, a wall will initially bend in such a way as to 

maximize the volume of domains parallel to the field, while still remaining attached 

to the restraining inclusion. However, a field threshold exists past which the wall 

will be able to "snap" away from the obstacle and progress to the next one in its 

way. 
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a 

Ji 

Fig. 5.5. The Preisach function domain. 

The behavior of a ferromagnetic material may be thought to arise from a statisti­

cal distribution of hysterons. The function which describes the density of hysterons 

is known as the Preisach function. It is defined on JR.2 and is denoted by µ(a, f3) or 

v( m, w), depending on which set of coordinates is used. The Preisach function is 

zero everywhere except on the domain D of Fig. 5.5. To explain the shape of this 

region, it is first noted that w > 0 (since loops with a < b may not exist). The other 

constraints originate from the observation that a finite applied field, Hsat, will fully 

saturate the material. Thus all dipoles must obey m + w < Hsat· Consideration of 

saturation in the opposite direction yields m - w > -Hsat· These three inequalities 

lead to the triangular domain depicted in Fig. 5.5. 

The total magnetization of the material may be obtained by taking into account 

the contribution of all elementary dipoles, integrating over 'D: 

M(t) =ff µ(a,f3)raf3H(t)dadf3= ff v(m,w)bmwH(t)dmdw. (5.3) 

a~ w~ 

The domain Dis divided in two parts: the upper part, v<-), corresponds to dipoles 

with negative magnetization; the lower part, D(+), corresponds to positive magneti­

zation. The magnetization is thus 

M(t) =ff µ(a,f3)dadf3- ff µ(a,f3)dadf3. (5.4) 

v<+> v<-> 
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Fig. 5.6. Visualization of Preisach diagrams. 
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The formation of the domain's boundary may be visualized using the Preisach 

diagram, as shown in Fig. 5.6. First, assume that the magnetic field has the value 

H 1 and is increasing, forcing all dipoles with upper switching point a= H1 to switch 

to the plus state. The switching action is graphically equivalent to the creation 

of a sweeping front, represented by a line perpendicular to the a-axis, that moves 

towards increasing a. The shaded area that the front sweeps past becomes part of 

D(+). When the field is decreasing, dipoles with lower switching point (3 = H2 are 

forced to switch to the negative state. A new front is created, this time perpendicular 

to the (3-axis and moving towards decreasing (3, claiming area from 7J(+) and adding 

it to vc-). 

To illustrate this process, assume that a decreasing ac field, as shown in Fig. 5. 7, 

is imposed on the material. Therein the notation hx = Hx/ J2 is utilized for the 

extrema of the field intensity. The resulting boundary is formed by orthogonal line 

segments, and is often termed a "staircase" boundary. The boundary, B, is defined 

by the reversal points of the magnetic field. For the example of Fig. 5. 7, the points 

H1 , ... , H5 are sufficient to describe the shape of the boundary. In order to denote 

the reversal points' type, that is, whether they are upper or lower turning points, the 

following notation may be used: B = {Hi Hz H 3 H4 H5 }. Note that Hk+2 < Hk, for the 
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Fig. 5. 7. Illustration of boundary formation. 

upper points, and Hk+ 2 > Hki for the lower points. The boundary may always be 

described by a sequence of points, B = {Hi s 2 H 3 • • ·} or B = {s1 H 2 s 3 • • • }. The 

first case implies that the material was initially negatively saturated; the second case 

corresponds to an initially positively saturated medium. 

The following symmetry condition is characteristic of most materials: 

v(m, w) = v(-m, w). (5.5) 

If the ac field of Fig. 5. 7 is initially large enough to fully saturate the material, 

and if it decays at a relatively slow rate, an ac-demagnetization process takes place; 

the boundary will eventually approximate the w-axis, i.e. vc +) = v(-). Equa­

tion (5.4), coupled with the assumed symmetry condition, predicts that the material 

will become demagnetized, M = 0. The boundary in this special case (where the 

material is initially demagnetized), is denoted B = {o Hi s 2 H 3 ···},for Hi> 0, or 

B = { 0 Hi Hz s 3 • • • } , for Hi < 0. 

The magnetization history may be reconstructed once the set of points defining 

the boundary is given. In other words, the reversal points act as the material's 

memory. However, this memory may be erased by an appropriate magnetic field. 
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For example, consider the sequence of points B = {Hi H 2 H 3 H 4 H5 } of Fig. 5. 7. The 

magnetic field reached a local maximum H3 , decreased to H4 and started increasing 

again-the current value of the magnetic field is H = H 5 . As long as H _::; H 3 , it 

can be seen from Fig. 5.8 (a) that the positive and negative domains are V(+) = 

(ABf~EZA) = (8f ~EZA) + (AB8) and V(-) = (AIKZE~fB) = (8IKZE~fB) -

(AB8), respectively. According to (5.4) the magnetization is 

NI(t) = ff µ(a, (3) da d(3- ff µ(a, (3) da d(3 + 2 ff µ(a, f3) da d(3. (5.6) 

(8f'6.EZA) (8IKZE~fB) (AB8) 

The division of V into ( 8f~EZA) and (8IKZE~fB) corresponds to the division at 

time t = t4 . After t 4 , the magnetization is increasing and may be expressed 

H a 

NI(t) = 1\!l(t4 ) + 2 ff µ(a, (3) df3 da, (5.7) 

H4 H4 

where the integration over (AB8) has been expressed in terms of a, (3. When 

H > H3-as in Fig. 5.8 (b), the positive and negative domains change to V(+) = 

(A' ~'EZA) = (MEZA)+ (A' ~'M) and vC-l = (A'IKZE~') = (MIKZE) - (A' ~'M). 

The magnetization is now 

H a 

M(t) = M(t2 ) + 2 ff µ(a, /3) d(3 da. (5.8) 

H2 Hz 

As can be seen, M(t) depends on H2 , and the information that was contained in 

the reversal points H3 , H 4 has been erased by the sweeping front. This behavior 

constitutes a basic property of the Preisach model, called the deletion or wiping-out 

property. 

Generalizing the preceding analysis, the magnetization in the case of a magnetic 

field that has increased from H0 to H without passing previous reversal points, may 

be expressed as 
H a 

Mn(t) = M(t0 ) + 2 ff µ(a, (3) df3 da, (5.9) 

Ho Ho 
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(a) (b) 

Fig. 5.8. Illustration of the deletion property of the Preisach model. 

where M(t0 ) is the initial magnetization, and the superscript 'u' is used to denote an 

"upwards" moving field. Similarly, in the case of a "downwards" moving field that 

has not passed previous reversal points, we may write (using the superscript 'd') 

Ho Ho 

l\!fd(t) = M(t0 ) - 2 ./ J µ(a, (3) dad(3. (5.10) 

H /3 

If the material is demagnetized, the M-H curve that will be traced is called the 

initial curve. In this case, the magnetization is 

H a 

Miu(t) = 2/f {t(a,{3)d(3da, (5.11) 

0 -a 

or 
0 -/3 

J\!lid(t) = -2 J J ;,t( a, (3) da d(3. (5.12) 

H /3 

An expression for the susceptibility, which is defined as the slope of the hysteresis 

curve, i.e. 

x=dM/dH, (5.13) 
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Fig. 5.9. Congruency of minor loops in the Preisach model. 
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may now be readily obtained by applying the fundamental theorem of calculus. 

Hence, 
H 

Xu= 2 J µ(H, /3) d(3, 

Ho 

Ho 

xd = 2 J µ(a,H)da, 

H 

H 

xiu = 2 j µ(H,(3) d/3, 

-H 

-H 

~id = 2 j µ(a, H) da . 

H 

(5.14) 

(5.15) 

(5.16) 

(5.17) 

Note that the susceptibility is zero at the reversal points and at the origin of the 

initial curve, and it is nonnegative everywhere else. 

A minor loop is the loop of the M-H plane which is traced when the magnetic 

field oscillates between any two values, H1 and H2 , in contrast to the major loop 

which is traced when the field oscillates between -Hsa.t and Hsa.t· It should be clear 

from the preceding analysis that the Preisach model predicts the formation of closed 

minor loops (according to the deletion property). In addition, the Preisach model has 
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the congruency property, which is portrayed in Fig. 5.9. Therein, loops A, B start 

from the upwards and downwards parts of the major hysteresis loop, respectively. 

The congruency property states that the shape of the minor loops depends only on 

the reversal points, and is independent of the material's magnetization history. This 

can be readily proven using (5.9)-(5.10) or by geometric considerations. The deletion 

and congruency properties are necessary and sufficient for a process to be described 

by a Preisach-type model [189]. 

5.3.1 Specification of the Preisach function 

Herein it is assumed that the statistical distribution of hysterons is Gaussian, i.e. 

v(m, w) = Ms exp {-l [(w-;v) 2 + rr;,2 ]} • 
2namaw 2 aw am 

(5.18) 

Ms is a constant with dimensions of magnetization. The crm and crw terms represent 

the corresponding standard deviations, while w denotes the hysterons' width mean 

value. 

By making use of the relations a = m + w and {3 = m - w, the integration of 

the Preisach function with respect to the (a, (3) variables may be transformed to 

an integration with respect to the ( m, w) variables. Specifically, integrating over an 

arbitrary domain !1 (of either positive or negative magnetization), 

J l µ(a, (3) da d(3 = j l µ(a(m, w), (3(m, w)) j g(~'.~l j dmdw, (5.19) 

where j %c~',~) j denotes the absolute value of the Jacobian of the transformation, 

which (the Jacobian) is the determinant 

a(a,{3) 8a 8a 1 1 8m aw = -2. (5.20) 
a(m,w) 8{3 8{3 1 -1 8m aw 

Therefore, 

J l µ(a, (3) dad{3 = 2 J l 1-t(a(m, w), (3(m, w)) dm dw, (5.21) 
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which, in view of (5.3), implies 

v(m, w) = 2µ(a, (3). (5.22) 

Hence, 

(5.23) 

Since v( m, w) > 0 for all m, w E JR, the triangular Preisach domain extends to 

infinity; however, for w > w + 30"w or lml > 30"m, v(m, w) is practically zero. The 

magnetization at saturation may be obtained by integrating (5.18) over the right-half 

Preisach plane, w > 0: 2 

Msat = ~Ms [ 1 + erf ( V'iwu w ) ] • (5.24) 

To determine the susceptibility of an increasing magnetic field, as given by ( 5.14), 

it is convenient to rewrite (5.23) as follows: 

( (3) _ M { (Ja+/J+8w)2 (a-w) 2
} 

µ a, - 47r<Tm<Tw exp - 2r2 - ~ ' (5.25) 

where O" = JO"~+ O"~, T = 20"wO"m/O", / = (O"~ - O";J/0"2
, 0 = 1 -1 = (20"~)/0"2 . 

Then, the susceptibility becomes 

Xu= Jf::u exp { - (H2-:;_~l
2 } { erf [ (J+jf

7
+8w J - erf [ JH~~+8w J} 

Similarly, for a decreasing magnetic field, write (5.23) as 

µ(a (3) = Ms exp {- (a+1fJ-8w)2 - (fJ+w)2} 
' 47r<Tm<Tw 2r2 2u2 ' 

to obtain 

Xd = Ms exp {- (H+w)
2

} {erf [Ho+JH-8w] _ erf [(J+l)H-8w]} 
y'21f CT 2u2 v'2 T v'2 T 

The susceptibility of the initial curve is given by 

iu _ _M_;,_ {-(H-w) 2
} { f [(1+l)H+8w] _ f [(1-l)H+8w]} x - J21f u exp 2u 2 er v'2 

7 
er v'2 

7 
, 

and 

Xid = Ms exp{_ (H+w)
2

} {erf [(J-l)H-8w] _ erf [(J+l)H-8w]} 
y'21f () 2u2 y'2 T y'2 T 

2The error function is defined by erf(x) = Jn J; e-e d~. 

(5.26) 

(5.27) 

(5.28) 

(5.29) 

(5.30) 
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Fig. 5.10. Simplified diagram of exciter's magnetic flux paths, and the 
corresponding magnetic equivalent circuits. 

5.4 The Proposed Model-Mathematical Formulation 
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The exciter's magnetic equivalent circuit is depicted in Fig. 5.10. The d-axis main 

flux path reluctance is comprised of the stator back-iron reluctance, Rbi, the pole iron 

reluctance, Rp, the air-gap reluctance, R 9 , and the rotor body reluctance, Rr. In the 

proposed model, it is assumed that all hysteretic magnetic effects are concentrated 

in the region of the poles; hence, magnetic nonlinearities are incorporated into Rp· 

All other reluctances are considered to be linear, including the reluctances of the 

leakage flux paths, Rzs and Rzdr· The q-axis magnetic paths are also considered to 

be linear. 

The magnetic equivalent circuit of Fig. 5.10 is translated to the electrical T­

equivalent circuit of Fig. 5.11. The exciter machine does not have damper windings. 

As in [183], a reduced-order machine model is utilized, wherein the (average) arma­

ture currents are injected by the rectifier model. The state variables are selected to 

be Amd and ifds· There are no states associated with the q-axis, because its equation 
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Fig. 5.11. Exciter's equivalent circuit and interface mechanism to the 
voltage regulator and main alternator models. 
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is purely algebraic. The hysteresis model determines the incremental magnetizing 

inductance. In the following sections, the sub-models are presented in detail. 

5.4.1 The hysteresis model 

For the purposes of machine modeling, it is convenient to work with electrical 

rather than field quantities. Hence, by analogy to B = µ0 (H + M), the machine's 

d-axis magnetizing flux linkage is -written as the sum of a linear and a hysteretic 

component, 

Amd = Lm sat imd + Amd M · , , (5.31) 

The Preisach model is now expressed in terms of the magnetization component of 

flux linkage, Amd,M, and the magnetizing current, imd (instead of the magnetization, 

M, and the magnetic field, H). The inductance Lm,sat corresponds to the slope of 

the magnetizing characteristic at saturation. 
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The hysteresis model's input is the magnetizing current, imd, and its output is 

the incremental inductance, 

Lmi = dAmd,M / dimd · (5.32) 

It will be useful to note that by combining (5.31) and (5.32), 

(5.33) 

The susceptibility expressions (5.26)-(5.30) are translated in terms of electrical 

quantities to the following incremental inductance equations: 

(5.34) 

(5.35) 

(5.36) 

(5.37) 

where AM s is a constant with dimensions of flux linkage. The appropriate equation 

is selected based on the direction of change of the magnetizing current. Since the 

exciter's complete magnetic history is unknown, it is assumed that it is initially 

demagnetized. From (5.34)-(5.37), Lmi = 0 at the reversal points and at the origin 

of the initial curve, and Lmi > 0 everywhere else. Lmi thus depends only on imdo, 

imd, and the direction of change of imd (in accordance with the congruency property). 

The Preisach model constantly monitors the direction of change of imd, and adds 

the reversal points to a last-in-first-out stack. The crossing of a previous reversal 

point signifies a minor loop closure. In this case, the two points that define this 

minor loop are deleted from the stack (as dictated by the deletion property). 

5.4.2 The reduced-order machine model 

This model is termed 'reduced-order' because the (fast) transients associated 

with the rotor windings are neglected. Its inputs are the qd-axes rotor currents 
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(which will be approximated by their average value), i~dr' 3 the exciter's field winding 

voltage, Vfds, and the incremental inductance, Lmi· In this block, the integrations 

for the two states, ifds and >.md are performed. Outputs are the magnetizing current, 

imd = i'dr + ifds' the VBR d-axis flux linkage, >.'db\ and the VBR d-axis inductance, 

L vbr 
d . 

In this model, an overbar is used to emphasize the approximation of a quantity 

by its fast-average value (its average over the previous 60 degrees). Often, in such 

cases, it is appropriate to average the entire model thereby yielding a formalized 

average-value model. However, because of the nonlinearities involved with the hys­

teresis model, formal averaging of the model would prove awkward. Therefore, the 

interpretation applicable herein is that quantities indicated as instantaneous (with­

out over bars) are also being approximated by their fast-average value. 

The description of the reduced-order machine model begins with the field winding 

flux linkage, 

,, L' ·I \ 
A fds = lfds'l fds + -"md · (5.38) 

Substitution of (5.33) and the currents' relationship, ifds = imd - i'dr' into (5.38) and 

consideration of the field voltage equation, 

I I ·I d \I 
vfds = rfds'lfds + di"'Jds' (5.39) 

yields 

(L I L L ) d . - I I ·I L' d 78 
lfds + m,sat + mi (ft'lmd - v fds - r fdsi fds + lfds dt 2dr . (5.40) 

The inductance term of the left-hand side is positive since Lmi ;;:::: 0. Hence, the sign 

of the right-hand side determines the magnetizing current's direction of change and 

which expression for Lmi is to be selected from (5.34)_:(5.37). The state equations 

may be obtained from (5.33), (5.39) and (5.40): 

(5.41) 

3The q-axis current is not utilized by the reduced-order machine model, since its dynamic behavior 
only involves the d-axis. However, ig,.. is computed for completeness. 
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and 

d·I -[' I ·I (L L )d7S]/(L' L L) dtifds - vfds - rfdsifds - m,sat + mi dtidr lfds + m,sat + mi . (5.42) 

The derivative di"dr/ dt is estimated from the variation of i"dr· It is convenient to 

approximate it by the following relationship, written in the frequency domain: 

- s -
S idsr ~ ids . 

TiS + 1 r 
(5.43) 

If Ti is relatively small (so that Tis+ 1 ~ 1), a good low-frequency estimate is obtained. 

This approximation is justified by the slow-varying nature of i.rd and consequently of 

i"dr· Equation (5.43) is readily translated into a time-domain differential equation, 

and the problematic numerical differentiation of i"dr is thus avoided. Herein, we set 

T-i = 0.5 ms. 

The exciter's electromagnetic torque may be computed from the well-known ex­

pression, Te = (3P / 4) (Amq i"dr - Amd i~r). However, since the exciter is a small machine 

relative to the main alternator, its torque is assumed negligible herein. 

The armature voltage equations must be expressed in voltage-behind-reactance 

form to be compatible with the rotating-rectifier average-value model. In the VBR 

model, the rotor flux linkages are expressed 

\ s Lvbr ·s 
"'qr = q 2qr' 

,\s = Lvbr is + ,\vbr 
dr d dr d ' 

where 

L;br = Lzqr + Lmq' 

Ld,br = Lzdr + [(Lm,sat + Lmi)-
1 + (L;.fds)-1]-l , 

and 

(5.44) 

(5.45) 

(5.46) 

(5.47) 

(5.48) 

These equations hold for fast current transients, hence the overbar notation is not 

appropriate. 
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In VBR form, >.d,br is essentially constant for fast transients. In particular, if for 

fast transients (such as commutation processes) we assume that the field flux linkage 

is constant, then it can be shown that x;r is constant as well. Upon neglecting the 

rotor resistance, the VBR voltage equations may be expressed 

Vs ;::::::; -W Lvbr is + Lvbr .1:._is + Evbr 
qr rd dr qdtqr qi 

5.4.3 The rotating-rectifier average-value model 

(5.49) 

(5.50) 

This section contains the derivation of the rotating-rectifier average-value model, 

which computes the average currents flowing in the exciter armature, i~dr' from i fd, 

the VBR d-axis flux linkage, >.d,br, and the VBR d-axis inductance, Ld,br. (The 

computation also uses the VBR q-axis inductance, L~br, which is assumed constant 

herein.) The analysis is based on the classical separation of a rectifier's operation in 

three distinct modes [184]. This type of rectifier modeling is valid for a constant (or 

slow-varying) de current. 

The transformation of the no-load versions of (5.49), (5.50) to the rotor reference 

frame yields the following three-phase voltage set: 

ear= EcosBr, 

ebr = E cos( Br+ ~;), 

ecr = E cos( Br - 2;), 

(5.51) 

(5.52) 

(5.53) 
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where E = E;br. 4 It is useful to define a voltage angle Dev so that the a-phase 

voltage attains its maximum value when Bev = 0, i.e. ear = IEI cos Bev· The voltage 

and rotor angles are thus related by 

for E < 0, 
(5.54) 

for E 2: 0. 

Because of symmetry, it is only necessary to consider a 60° interval (for a six­

pulse bridge). Consider the interval which begins when valve 6 (see Fig. 5.1) starts 

conducting (at Bev = o:, where o: is a phase delay 5 ), and ends at Bev = o: + 1f /3. 

During this interval, current is commutated from valve 2 to valve 6 (phase c to 

phase b); if the diode resistance is negligible, a line-to-line short-circuit between 

phases b and c is in effect, so vbr - Vc:r = 0. ( Vxr denotes the line-to-neutral voltage 

of winding x.) If the rotor's resistance is also neglected, Faraday's law implies 

(5.55) 

where C is a constant. This relationship will prove useful in the analysis that follows. 

The next observation is that the average rectifier output voltage may be expressed 

1
a+7r/3 

Vdc = ~ a (var - Vbr) dBev, (5.56) 

which may be approximated as 

1
a+11/3 

Vdc ~ ~ a (ftAar - ftAbr) dBev 

~ ~Wr [(Aar -Abr)Bev=a+~ - (Aar -Abr)Bev=a] (5.57) 

Neglecting armature resistance makes the analysis far more tractable. As it turns 

out, the inaccuracy involved in this assumption can be largely mitigated using a 

correction term which will be defined in a later section. 
4The standard numbering of the diodes (Fig. 5.1) corresponds to the order of conduction in the 
case of an abc phase sequence. However, in this case, a reverse acb phase sequence is obtained, and 
the diodes conduct in a different order. 
5This a should not be confused with the symbol that was used in the Preisach model section to 
denote the hysterons' upper switching point. 
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The abc flux linkages may be related to the phase currents and the VBR flux 

linkage by transforming (5.44), (5.45) using (5.1), (5.54). After manipulation, 

Aar(eev)-Abr(Oev) = ~ {L~brsin(eev + i) [cosBe11 ,cos(Bev + 2;),cos(Bev - 2
;)] -

- r;lr cos( Bev + ~) [sin Bev, sin( Bev + 2
;), sin( Oev - 2

;)]} iabcr( eev) + 

+ J3>..~r cos(b +Bev+ i), (5.58) 

Abr(Bev)-Acr(Bev) = ~ {-L~brsinOev [cosBev 1 Cos(Bev + 2;),cos(Bev - 2
;)] + 

+ Ld,br cos Bev [sin Bev, sin( Bev + 2
;), sin( Bev - 2

;)]} iabcr( Bev) -

- Vs.\d,br cos(b +Bev) = C. (5.59) 

To proceed further, the rectification mode must be considered. 

Mode I operation 

Mode I operation (Fig. 5.12) may be separated into the commutation and con­

duction sub-intervals. The commutation lasts for less than 60 electrical degrees 

(0 S u < Tr /3), where u denotes the commutation angle. During the commutation 

interval (0 S Bev < u), three diodes are conducting (1, 2 and 6); during the conduc­

tion interval ( u S Bev < 7r /3), only two diodes are conducting (1 and 6). The abc 

currents are 

(5.60) 

where idc = i fd is the current flowing out of the rectifier and into the generator field, 

and i 6 is the (positive, anode-to-cathode) current flowing through diode 6; i5(Bev) 

increases from i5(0) = 0 to i5(u) = idc· 

The average de voltage may be computed from (5.57), after substituting (5.60) 

into (5.58); this sequence of operations yields 

- 3 ( ~3 I \ vbr I Lvbr · ) Vdc = -;rWr V .J /\d - d 'ldc (5.61) 
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Fig. 5.12. Mode I operation. 

The term (3/n) WrL':lr represents the effective commutating resistance for mode I 

operation. 

Substitution of (5.60) into (5.59) yields 

2i (Lvbr cos2 B + Lvbr sin2 B ) -~ d ~ q ~ 

- \/'3>.dbr cos(o +Bev) = C. (5.62) 

Evaluating this expression at Bev = 0 and Bev = u, we obtain 

(5.63) 

and 

respectively. By equating (5.63), (5.64), the following nonlinear equation is obtained, 

which may be solved numerically for the commutation angle u: 

gI ( U) ~ \/'31 ),dbr I ( 1 - COS U) -

- [~ (3Ldbr + L~br) + (Ldbr - L~br) COS (2u + fi) J idc = 0. (5.65) 
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Knowledge of u and C (from (5.63)) allows the computation of the average qd­

axes rotor currents. Equation (5.62) is solved for i 6 and substituted into (5.60), 

which is transformed using (5.1). The currents of the first sub-interval (denoted by 

the superscript '(i)') are thus: 

i~d~)(Bev) = 2'{3 [~dcsi~(J +Bev - ;) - ~6(Bev) sin(J +Bev)] 
Zdc COS ( 0 + Bev 3) - 'l5 ( () ev) COS ( 0 + Bev) 

(5.66) 

Their average value is 

.s,(i) = l ln .s,(i) (LJ ) di'l 
lqdr 7r lqdr Uev Uev • 

0 
(5.67) 

This integral is difficult to evaluate analytically, so it is evaluated numerically, e.g. 

using Simpson's rule [183, 215]. On the other hand, the average value of the con­

duction sub-interval currents (denoted by the superscript '(ii)') may be computed 

analytically: 

-( .. ) r;; l cos(J + 2
3rr) - cos(J + u + z.i:3 ) ] •S, II 2y3 · 

lqdr = 7 Zdc 

- sin(J + 2
;) + sin(o + u + ¥) 

(5.68) 

The total qd-axes currents average value is 

(5.69) 

Mode II operation 

In mode II operation (Fig. 5.13), the commutation angle is 60 degrees, but com­

mutation is auto-delayed by the angle a (0 :::; a :::; Jr /6). There are always three 

diodes conducting, and the abc currents are 

for a :::; Bev < a + ¥ . (5.70) 

The current i 6 increases from i5( a) = 0 to i5( a+ Jr /3) = idc· 

The average de voltage is computed similarly to mode I by substituting (5.70) 

into (5.58) and (5.57): 

Vdc = ~ wr{ V3 i>-'dbrl cos a-[~ (D;r + L~br) + (L'dbr - L~br) sin (20: + ~)] idc}. 

(5.71) 



 

127 

v vdc 
Oil 
d 

.::::: 
0 
:> 
~ 
:a ...... 'a eeo (.} :.. ~ I 

"' 1:1 

~ 
(.} 

v 
"' d 

f 

Fig. 5.13. Mode II operation. 

The commutating resistance now depends on a, as well as the VBR qd-axes induc-

tances. 

Evaluating (5.59) at Bev = a and Oev = a + 7r /3, and equating the two results 

yields the following nonlinear equation, which is solved numerically for a: 

gII(a) ~ -J3 j>..~brj sin (a+~)+ 

+ [L~br + L~br - (L~br - L~br) COS (2a + ~)] idc = 0. (5.72) 

The expression (5.66) for i:d~)(Bev) is valid throughout commutation, and the 

average qd-axes currents are 

a+zi:. 
0-S- - 31 3 .s,(i) (() ) dB 
lqdr - ;: o: lqdr ev ev · (5.73) 

Mode III operation 

In mode III operation (Fig. 5.14), commutation is delayed by a = 7r /6, and 

7r /3 < u :::; 2n /3. This mode may be split into two sub-intervals. During the 

interval 7r /6 :::; Bev < u - 1f /6, two commutations are taking place simultaneously; 

four diodes are conducting (3, 1, 2 and 6), and a three-phase short-circuit is applied 

to the exciter, so Vdc = 0. At Bev = 1f /6, the commutation of diode 1 is at a 
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Fig. 5.14. Mode III operation. 

further commutation stage than the commutation of diode 6, which is just starting 

(i1(7r/6) = ia, i5(7r/6) = 0). At Bev= u-K/6, the commutation of diode 3 to diode 1 

finishes (i1 ( u - 7T /6) = idc); the current of diode 6 has increased to i 6 ( u - 7T /6) = iw 

During u - 7T /6 :S Bev < 7T /2, there are three diodes conducting (1, 2 and 6), and a 

line-to-line short circuit is imposed on the exciter. Due to symmetry considerations, 

i5 ( 7T / 2) = ia. The abc currents are 

for ~ :S Bev < U - ~ , 
(5.74) 

for U - ~ :S Bev < ~ . 

During the first sub-interval, >-ar(Bev)->.br(Bev) = C1 and ,\br(Bev)- >-cr(Bev) = C. 

Inserting the corresponding part of (5.74) into (5.58) and (5.59), 

2(idc - i5) [L~br cos(Bev + ?f) cos Bev+ L~br sin( Bev+ ?f) sin Bev] -

- 2i1 [L~br cos2 (Bev + ~) + L~br sin2 (Bev + ?f)] + 

+ J3>.~br cos(b" +Bev+ ?f) = C1, (5.75) 
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- 2(idc - i6) [Ldbr cos2 Bev+ L~br sin2 Bev] + 

+ 2i i [ L dbr cos ( e ev + i) cos Bev + L ~br sin ( e ev + i) sin Bev) -

respectively. Substitution of the values of i 1 and i 6 at the three separating angles, 

Bev= rr/6, Bev= u - rr/6 and Bev= rr/2, into (5.62), (5.75) and (5.76), yields 

i = [3 l,\vbrl + (Lvbr _ 3Lvbr) i J /(2Lvbr) °' d q d de q ' (5.77) 

(5. 78) 

iµ(u) = [~ (Labr + L;br) + (Ldbr - L~br) cos2ur1 . 

. { C - J31>-dbrl cos(u + ~) - [ ~ (Ldbr + L;br) -

- (Labr - L~br) sin (2u + ~) ]idc}, (5.79) 

gIII(u) ~ [Ldbr + L~br + (Ldbr - L~br) cos(2u - i)J iµ(u) -

- [~ (Ldbr + L~br) + (Ldbr - L~br) sin(2u - ~)) idc + 

+ V3 l>-abrl cos(u - V - C = 0. (5.80) 

Equation (5.80) is solved numerically for u. Using (5.77)~(5.79) in conjunction 

with (5.57), it can be shown that 

- 3 (3 I \ vbr I 3Lvbr · ) Vdc = ; Wr /\d - d 'ldc · (5.81) 

Analytic formulas for the commutating currents during the first sub-interval may 

be obtained by solving the linear system formed by (5.75) and (5.76): 

i1(Bev) = [C/(3LdbrL~br)) [~ (Ldbr + L~br) + (Ldbr - L~br) sin(2Bev + ~)] -

- (>-dbr I Ldbr) sin(S +Bev)' (5.82) 

i6(Bev) = idc + [C /(3D'lr L;br)] [~ (Labr + L;br) - (Labr - L~br) cos 2Bev] + 

+ (>-dbr I Ldbr) sin( 6 +Bev+ i). (5.83) 
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The average first sub-interval qd-axes currents may thus be evaluated analytically. 

After manipulation, 

is,(i) _ [ 7ri~br sin(b + i +~)sin(~ - :in l 
qdr - 4C u 7r · 7r u 3.>-;Jbr (7r ) 

7rL;J6r cos(O + 2 + 5) sm(5 2) + 7rL;Jbr 3 - U 

(5.84) 

The second sub-interval qd-axes currents, i:d~i)(Bev), are given by (5.66) and may be 

evaluated by numerical integration: 

.s,(ii) _ ~ 1% .s,(ii) (B ) dB 
lqdr - 7r lqdr ev ev . 

u-f; 
(5.85) 

Determining the mode of operation 

Determination of the mode of operation is the first step of the averaging sub­

routine and it guides the algorithm to the correct set of formulas. At the boundary 

between modes I and II, both nonlinear relations g1( u = n /3) and gII( a = 0) yield 

il-II = Vs!,\ vbrl/(Lvbr + 3Lvbr) 
de d d q · 

At the boundary between modes II and III, the evaluation of gn (a 

gm( u = n /3) yields 

ill-III = 3 \,\ vbrl/(3Lvbr + Lvbr) 
de d d q · 

(5.86) 

n /6) and 

(5.87) 

At the point of complete short-circuit occurring at the edge of mode III (denoted by 

mode IV), gm ( u = 2n / 3) becomes 

iIIHV = \,\vbrl/Lvbr 
de d d · (5.88) 

This mode separation is valid if the boundaries are well-ordered. Note that 

i~~I-IV > iy~-m is always true; on the other hand, i~~-rn > i~~n is satisfied only for the 

following range of VBR inductance parameters: 

Lvbr/Lvbr < 3\1'3-l ~ 3 3 
d q 3-\1'3 . . (5.89) 

At first glance, (5.89) imposes a significant constraint on the model parameters. 

However, in the proposed model Ddbr assumes values closer to a leakage inductance, 
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while L~br is dominated by a magnetizing inductance term. Hence, it is generally 

expected that (5.89) will be satisfied for all "reasonable" inductance values. 

Solving the nonlinear equations 

According to the operation mode, a numerical solution to one of the nonlinear 

equations (5.65), (5. 72) or (5.80) needs to be obtained. Recall that a continuous 

function g(x) has a root x0 E [a, b] if g(a) g(b) :; 0. In this case, it suffices to show: 

(i) g1(0)g1(7r/3):; 0, (ii) gn(O)gn(7r/6):; 0, and (iii) gm(7r/3)gm(27r/3):; 0. 

For mode I operation, where 0 < ide :; i~~n, it may be shown that 

g1(0) = -2Lvbr i < 0 d de_ ' (5.90) 

gI('!!..) = v'31,\vbrl _ l(Lvbr + 3Lvbr) i > 0 
3 2 d 2 d q de_· (5.91) 

For mode II i1-n < i < irHn and 1de de-de' 

(5.92) 

gII('!!..) = -~1,\vbrl + l(3Lvbr + Lvbr) i < 0 6 2 d 2 d q de_ · (5.93) 

F d III ·II-III · d or n10 e , idc < idc, an 

(5.94) 

(5.95) 

Hence, a solution to all three equations will always exist. Further algebraic ma­

nipulations-not shown herein-reveal that the solution is unique. It may thus be 

obtained with arbitrary precision in a finite number of steps using the bisection 

algorithm [215]. 

Incorporating resistive losses 

The model's accuracy may be improved by taking into account the resistive losses 

of the armature and the voltage drop of the rotating rectifier diodes. Their incor-
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poration affects the magnitude of the brushless exciter steady-state field current, as 

well as the transient behavior of the synchronous generator. 

In the previous sections, the armature resistance and the diodes were ignored. 

The rigorous incorporation of these terms in the model would entail considerable 

modifications and possibly would make the algebra intractable. Hence, to simplify 

the analysis, the computation of the losses is decoupled from the computation of the 

average de voltage. Thus the average voltage applied across the main generator field 

lS 

(5.96) 

The average voltage loss, v1088 , is computed by averaging the drop across diodes 1 

and 6, and the ohmic drop of the armature's resistance, that is, 

(5.97) 

A diode's voltage-current characteristic is represented herein by the following func­

tion: 

vd( id) = aid + ( bid)c . (5.98) 

The parameters a, band care obtained with a curve-fitting procedure. 

5.4.4 Model summary 

In summary, the algorithm proceeds as follows: 

1. Initialize model; assume material is demagnetized. 

2. Compute did,r/dt from (5.43). 

3. Determine the direction of change of imd using (5.40), and check for reversal 

of direction. In case of direction reversal, add a point to the magnetic history 

stack. 

4. Detect crossing of a previous reversal point (minor loop closure). In this case, 

delete two points from the history stack. 



 

5. Compute Lmi using one of (5.34)-(5.37). 

6. Compute >..J,br from (5.48). 

7. Determine 6 from (5.54). 

8. Determine the mode of operation, using (5.86)-(5.88). 

9. If mode I: 

(a) Compute Vdc from (5.61). 

(b) Solve (5.65) for u. 

(c) Compute average currents from (5.66)-(5.69). 

If mode II: 

(a) Solve (5. 72) for a. 

(b) Compute vdc from (5.71). 

(c) Compute average currents from (5.66), (5.73). 

If mode III: 

(a) Compute Vdc from (5.81). 

(b) Solve (5.80) for u. 

(c) Compute average currents from (5.84), (5.85). 

10. Compute Vfd from (5.96), (5.97). 

11. Compute d>..md/dt from (5.41). 

12. Compute di/djdt from (5.42). 

13. Go to step (2). 
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Steps (3)-(5) are specific to the Preisach model. If a linear magnetizing inductance 

is used instead, set Lmi = 0 and Lm,sat = Lmd· 
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5.5 Parameter Identification Procedure 

The exciter is a synchronous machine whose "standard" qd-axes model may be 

characterized independently by a variety of methods [145]. \¥hen no slip rings are 

installed to enable measurement of the rotating armature's quantities, the charac­

terization must be performed at standstill. However, standstill measurements do not 

always correspond to actual operating characteristics. For example, the main flux 

magnetic path may behave differently when rotating. Furthermore, exciter machines 

are often designed with as little as one slot per pole per phase (as is the case for the 

machine under test herein), which results in nonsinusoidal winding inductances that 

require detailed modeling and complicated parameter identification procedures [174]. 

Alternately, if the performance of the exciter-generator system is examined as 

a whole, a simpler average-value model (such as the one proposed herein) may be 

adopted. The model may then be characterized by utilizing the generator's input­

output characteristics while rotating. Assuming that the main alternator's model 

and parameter set are known, this section sets forth a method to extract the exciter's 

parameters from the measurable quantities, namely, the main alternator voltage and 

the exciter field winding current. 

In general, every parameter estimation procedure aims at finding an optimal pa­

rameter vector, in the sense that the model's prediction error becomes as small as 

possible (refer to Section 2.1). Identification techniques that are applicable to the 

IEEE exciter model or, in general, to other linear/linearized time-invariant mod­

els [216, 217] are not applicable to the proposed exciter model because this model 

includes a memory operator~-the Preisach hysteresis model. Therefore, its response 

depends on the time history, and it must be characterized by minimizing a time­

domain based error, as in [218-220]. In this work, a genetic algorithm (GA) is 

employed for solving this optimization problem. 

The parameters that need to be identified are: 

e The exciter's field winding resistance, r fds. 
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o The exciter's field winding leakage inductance, L1fd.s· 

o The exciter's armature winding resistance, Tr· 

o The exciter's d-axis armature winding leakage inductance, Lzdr· 

o The exciter's armature-to-field turns ratio, TR. 

o The parameters that characterize the exciter's d-axis magnetizing branch. 

These are related to the Preisach model representation. The selected Preisach 

function is parameterized by four parameters, namely, AM8 , O"w, O"m, w. Also 

required is the slope of the magnetizing curve at saturation, Lm,sat. 

o The exciter's voltage-behind-reactance q-axis inductance, L~br = Lzqr + Lmq· 

o The v-i characteristic of the rotating rectifier diodes. 

The resistances, diode characteristic, and turns ratio may be measured at standstill, 

by disconnecting exciter and rectifier from the main generator. The remaining eight 

parameters will be identified from the system's time-domain response. 

This section describes the experimental identification procedure as applied to the 

exciter machine of a 59-kW, 600-V, Leroy-Somer brushless synchronous generator, 

model LSA-432L 7-the system described in Chapter 4. Its exciter is an eight-pole 

machine, whose field is rated for 12 V, 2.5 A. 

5.5.1 Resistance measurements 

The first step in the characterization procedure is the measurement of the de 

values of armature and field winding resistance. Using a four-wire measurement 

technique, these were determined to be rr = 0.121 D and r fds = 4.69 D at room 

temperature. The variation of resistance with temperature is not incorporated in 

the model. 
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Fig. 5.15. Static i-v diode characteristic: measured points and fitted curve. 

5.5.2 Diodes characterization 

The diodes' static voltage-current characteristic is represented by the following 

function: 

(5.99) 

The parameters a, band care obtained with a curve-fitting procedure to experimental 

points: a= -4.61·10-3 , b = 0.114, c = 0.109. The data points and fitted curve are 

displayed in Fig. 5.15. 

5.5.3 Turns ratio measurement 

The turns ratio is determined with the technique outlined in Section 4.3.3. This 

method consists of alternately exciting the exciter's field and armature windings 

(input side) with an ac source, while the other side (output side) is open-circuited. 

The output voltage and the input current are recorded with a dynamic signal analyzer 

and are processed to obtain hysteresis loops. The tests must be performed at a low 

frequency in order to ensure that the eddy currents in the rotor circuits are negligible. 

Herein, the hysteresis loops were obtained at 5 Hz. 
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The rotor is rotated so that current flowing in the series combination of phases 

c--b (with phase a open) produces an mmf aligned with the d-axis. When exciting 

the armature side, terminal quantities are related to qd-axes variables by 

· ·s 2 · Zmd :=::::: 'ldr = J32c' 

Amd :=::::: Afds =TR· Ajds =TR j Vjds dt. 

When exciting the field side, 

· ·I 2 1 · 
Zmd :=::::: ?. fds = 3 TR 'l fds ' 

Amd = )s>.cb = }s j Vcb dt. 

(5.100) 

(5.101) 

(5.102) 

(5.103) 

The integration of the voltage in ( 5.101) and ( 5.103) is performed numerically. Ap­

propriate integration constants are found such that the loops become symmetric 

around the origin. 

The fundamental idea behind the procedure is to exploit the magnetic nonlin­

earity properties of the machine's iron. Specifically, different d-axis loops, Amd(TR) 

vs. imd and Amd vs. imd(TR) may be measured by exciting the machine from the 

armature and the field side, respectively. Each experiment contains a variable that 

is directly measurable and one that depends on the turns ratio. The turns ratio is a 

free parameter that is adjusted until a value is found for which the distance between 

the curves is minimized. This value is quite accurately determined by trial-and-error. 

For this machine, TR= 0.070 (see Fig. 5.16). 

5.5.4 Evolutionary time-domain parameter estimation 

In the proposed procedure, the generator is disconnected from the power sys­

tem and is rotated at 1800 rpm under no-load conditions. The voltage reference is 

modified according to the profile shown in Fig. 5.17; this profile is the same as the 

one of Fig. 4.18, on page 99. These perturbations force the exciter to operate in 

all three rectification modes and create large variations in its magnetization state, 
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Fig. 5.16. Hysteresis loop match for TR = 0.070. 
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so that the experiment contains enough information for characterizing the model. 

The quantities of the internal rotating parts (Fig. 5.1) are not measurable because 

slip rings were not installed. Therefore, the model is characterized based on termi­

nal quantities only, namely the synchronous generator voltage and the exciter's field 

current command, ijds· (In the test system, the actual current closely follows the 

commanded current.) The GA searches for the parameter set that minimizes the 

difference between measured and predicted time-domain data. Each individual of 

the population, i.e. each parameter set, is evaluated by a computer simulation. 

In order to quantify the difference between the measured and predicted wave­

forms, appropriate error functions must be defined. Since it is virtually impossible 

to achieve perfect synchronization between experimental and simulated ac voltages, 

the error is based on their envelopes. The "envelope" of the line-to-line voltage is 

defined (as in Section 4.4) by 

(5.104) 

The difference at time sample tk, k = 1, ... , N between simulated and experi-

mental waveforms is 

(5.105) 
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(5.106) 

for the voltage and current, respectively. The constants bv = 100 V and bi = 0.5 A are 

upper bounds. The error takes into account the maximum and average difference: 6 

(5.107) 

(5.108) 

6If xk, k = 1, ... , N are the data points of x, then mean(x) = (l/N) L~=l Xk· 



 

140 

Table 5.1 
List of GA variables and settings for exciter characterization. 

variable units gene type min. max. result 
AMs Vs exp. 0.1 2 0.952 

Lm,sat mH exp. 0.5 5 3.37 
w A lin. -50 0 -16.7 
aw A exp. 4 40 10.1 
am A exp. 4 40 15.9 

Lvbr 
q mH exp. 1 5 2.31 

L1dr mH exp. 0.1 1 0.490 

L;f.ds mH exp. 0.1 1 0.861 

The fitness is obtained by a weighted sum of the two errors, 

(5.109) 

where the weight, w,i = 1000, is used to compensate for the small magnitude of the 

field current compared to the terminal voltage. The experimental waveforms were 

sampled every l::lt = 1 ms; the simulated traces were saved at the same rate. 

The study-specific GA settings are listed in Table 5.1. The remaining GA pa-

rameter values were set to: Nind = 100, Ngen = 100, 7] = 2, Cu-tr = 2.0, Pmt = 0.6, 

Ptm = 0.00625 (= 1/8/20), (}pm= 0.3, Ppm= 0.025 (= 1/8/5), Nrs = 25, 0-rs = 0.1. 

To accelerate the evolution process, the simulations were performed in a parallel 

computing environment. The evaluations were distributed among a cluster of eight 

computers (having AMD processors running at 1.67 GHz), and, for 100 generations, 

approximately 12 hours were required. 

The evolution of a representative GA run is displayed in Fig. 5.18. At the spec­

ified number of generations, the GA has reached a "plateau," where the fitness in­

creases only incrementally. The achieved fitness (as defined by (5.109)) was f = 6.26. 

The parameter values of the best individual are contained in Table 5.1. It is possible 

that, if the GA had run for a larger number of generations, then a fitter individual 

might have been obtained. However, since the predictions of the model with the 

obtained parameter set were satisfactory, the GA was terminated. 
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The experimental and simulated waveforms of terminal voltage and exciter field 

current command are illustrated in Fig. 5.17 and Fig. 5.19, respectively. A plot of 

the obtained Preisach function is shown in Fig. 5.20. 

5.6 Experimental Validation 

The generator is loaded with an uncontrolled rectifier that feeds a resistive load 

through an LC filter, as shown in Fig. 5.21. The load parameters are: L = 7.5 mH, 
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Fig. 5.21. Experimental setup of the exciter model validation study. 
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C = 500 µF, R = 16.3 fl. The quantities of the internal rotating parts (Fig. 5.1) are 

not measurable because slip rings were not installed. Hence, the model is judged 

based on terminal quantities only, namely the synchronous generator voltage and 

the exciter's field current. 

In this case study, the generator's voltage reference is modified according to the 

profile shown in Fig. 4.18, on page 99. This series of commanded voltage steps cre­

ates an extended period of significant disturbances and tests the model's validity for 

large-transients simulations. The terminal voltage exhibits an overshoot, which is 

more pronounced for the faster slew-rate steps. Moreover, due to the exciter's mag­

netically hysteretic behavior, it does not fall to zero. The varying levels of remanence 
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in the exciter machine reflect on the magnitude of the voltage and are captured fairly 

accurately. The standard IEEE model [181] does not predict hysteretic effects. The 

higher ripple in the experimental voltage waveform is attributed to slot effects, not 

incorporated in the synchronous machine model (see Chapter 4). Simulated vs. ex­

perimental waveforms of the exciter's field current command are shown in Fig. 5.22; 

these correspond to the seven command steps of Fig. 4.18. The first plot depicts a 

situation where the controller's current limit (3 A) is reached. Such nonlinear control 

strategies may not be studied using the IEEE model, which does not calculate the 

exciter's field current. The proposed model is able to predict both steady-state values 

and transient behavior. From Figs. 4.18 and 5.22 it can be seen that the simulated 

terminal voltage and field current are in good agreement with the measured quan­

tities for this loaded case, even though the parameter identification was conducted 

using no-load data. 

The corresponding variation of rectification mode is depicted in Fig. 5.23. Under 

steady-state conditions, the exciter operates in mode II; however, the auto-delay 

angle o: varies with operating point. During transients, operation in all modes takes 

place. Therefore, a simple mode I model would have been insufficient to predict this 

behavior. The observed rapid mode alternations and ripple in the waveforms of u 

and o: result from the ripple in the main alternator field current, which in turn is 

caused by the rectifier load on the main alternator. 

An illustration of hysteretic behavior is shown in Fig. 5.24; the depicted tran­

sient corresponds to the first trapezoid of Fig. 4.18. The upper right hand plot 

depicts the magnetization component of the magnetizing flux vs. magnetizing cur­

rent, Amd,M(imd); the upper left and lower right plots depict Amd,M(t) and imd(t), 

respectively. The imd(t) plot has been rotated 90° clockwise. As can be seen, the tra­

jectories move through four "steady-state" points, labelled A, B, C, and D (D =/=- A). 

These points do not lie on a straight line. This complex behavior could not have 

been captured by a linear magnetization model (where Amd = Lmd imd). 
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In order to "initialize" the magnetic state, the commanded voltage is stepped 

from 0 V to 560 V and then back to 0 Vat 20000 V /s (not shown in Fig. 4.18). The 

exciter's flux is forced to a higher than normal level (see Fig. 5.24). According to the 

deletion property, the previous magnetic history is erased. Furthermore, on account 

of the congruency property, the return path depends only on the reversal point on 

the Amd--imd curve. Hence, this initialization procedure is guaranteed to bring the 

material back to the same state, regardless of the previous operating history. This 

theoretically predicted behavior was experimentally verified. 

5.7 Summary 

The described brushless exciter model was successfully evaluated against experi­

mental results. The modeling of all rectification modes, the prediction of the exciter's 

field current, and the representation of magnetic hysteresis, are important features 

that are not included in the standard IEEE exciter model. The proposed model is 

thus a high-fidelity alternative for large-disturbance simulations, where a computa­

tionally efficient exciter representation is necessary. Hence, it is recommended for 

transient stability studies and voltage regulator design. 

The model was successfully parameterized using genetic algorithms. The GA 

minimized an error based on the time-domain difference between the observed and 

simulated waveforms of the synchronous generator system. The proposed experiment 

was relatively easy to carry out; it did not require the installation of slip rings for 

monitoring internal rotating quantities, and was performed at no load. 

This work is pending publication in a peer-reviewed journal [221, 222]. 
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6. CONCLUSIONS 

This research ultimately resulted in a new class of electric machine models, ideal for 

dynamic simulations of modern power systems. The proposed models are differenti­

ated from previous work in this area because of their underlying modeling philosophy, 

based on the realization that pre-defined equivalent circuit structures may not be 

sufficient for accurately reproducing the machines' actual behavior. Rather, what is 

required is the generalization of existing representations by means of arbitrary linear 

networks, whose complexity and parameters are eventually decided from experimen­

tal observations. The successful integration of nonlinear elements and generic linear 

systems to obtain highly accurate, computationally efficient mathematic formula­

tions is a major contribution of this thesis. 

The proposed induction and synchronous machine models both adhere to the 

aforementioned principles. Compared to existing models, they offer enhanced ca­

pabilities of simultaneously incorporating magnetic saturation effects and increased 

order rotor representations. The proposed brushless excitation model does not em­

brace such detailed machine descriptions, since the exciter is in essence a "secondary" 

machine used to drive the main alternator. However, the exciter's significance with 

respect to the power system's stability properties can not be underrated, and this 

work has thus focused on faithfully recreating its exact input-output relationship. 

This model outperforms the widely used IEEE standard model by being valid for 

large-disturbance transient studies, by calculating the exciter's field current, and by 

representing magnetic hysteresis. 

In parallel with the theoretical model descriptions, appropriate experimental 

characterization procedures have been designed and presented in detail. In particu­

lar, the application of evolutionary optimization algorithms to the parameter identi-
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fication process has been found to be straightforward and highly effective. Evolution­

ary algorithms are significantly simpler, more flexible, and more efficient for large­

dimensional problems, such as the simulation-based prediction-error-minimization 

problem, than traditional optimization methods. A significant part of this research 

was devoted to the development of a collection of genetic optimization routines and 

the setting up of a parallel computing environment, which have proven instrumental 

for identifying the proposed models' parameters. 

The proposed approach to electric machine modeling suggests several new re­

search avenues. It is reasonable that the next step should be the modeling of addi­

tional machines using the proposed representations, and their characterization with 

the suggested methods. It would be interesting to apply the synchronous machine 

model to solid-iron rotor generators, that traditionally have been described by high­

order rotor representations, or for performing subsynchronous resonance studies. The 

amount of experience thus gained would more clearly reveal the proposed models' 

capabilities as well as their limitations, and eventually would lead to more advanced 

modeling approaches, even for other electric machine types. 

The induction machine model lends itself to the design of novel drive control 

schemes, that will take into consideration the high-bandwidth rotor behavior as well 

as the magnetizing and leakage saturation, in order to achieve improved steady­

state and dynamic performance (for instance, the maximization of torque per stator 

ampere). From a theoretical point of view, the minor inconsistency related to the 

non-conservative nature of the leakage magnetic fields requires further investigation; 

it may be possible to resolve this by adopting alternate forms of leakage inductance. 

Once this issue has been addressed, the derivation of new synchronous generator 

models with saturable leakage paths will also be attainable. 

As far as the exciter model is concerned, a further improvement would be the 

inclusion of damper windings, and the subsequent derivation of an average-value 

model. Alternatively, one could concentrate on improving the Preisach hysteresis 
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model, for example by incorporation of hysteresis along the q-axis as well, or the 

utilization of more advanced "dynamic" Preisach models. 

Perhaps the most significant disadvantage of qd-axes models is the difficulty of 

incorporating iron core losses. However, it might be possible to achieve this by 

transforming the (nonlinear, but single-valued) magnetizing branches into hysteretic 

elements, as was done within the proposed exciter model. Of course, since hysteresis 

loss is dependent on the ac frequency, the analysis would have to be performed in the 

reference frame of the actual physical magnetic field; for example, in an induction 

machine the rotor "sees" a magnetic field alternating at slip frequency, while in the 

stator, the field varies at the electrical frequency. Hence, the challenge would be to 

extend the orthogonal axes theory so that the combination of two reference frames 

(frequencies) in a single model becomes feasible. 

In regard to model parameterization, it should be possible to emulate the experi­

mental procedures using finite element or magnetic equivalent circuit analyses. This 

would require very accurate iron models, also able to predict minor-loop excursions 

for recreating the machine's small-signal behavior (the Preisach model might prove 

useful in this case). Indeed, parameterization from the design stage offers significant 

advantages, such as lower costs and optimal designs for the specific application at 

hand (perhaps using evolutionary algorithms). In addition, the possibility to extract 

the models' parameters from on-line data presents numerous opportunities for future 

research. 

The investigation of more advanced (in terms of convergence speed and effi­

ciency) evolutionary optimization techniques should be continued. The tremendous 

potential of genetic algorithms (and other evolutionary optimization methods) for 

parameter estimation has not yet been fully exploited. Genetic algorithms offer a 

great flexibility to the analyst. In general, a variety of available information about a 

system (be it in the frequency-domain, the time-domain, or a combination of both) 

may be readily incorporated in a fitness function. Furthermore, GAs not only pro­

vide means for characterizing complex models, such as the ones herein, but should 
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also encourage the derivation and utilization of more detailed and state-of-the-art 

models that would otherwise have been intractable to parameterize. 
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The following algorithm produces a realization with matrix A diagonal [83]. It 

is valid only for the case where the roots of the minimal polynomial are distinct. It 

is assumed that the transfer function matrix elements are given by (4.19)-(4.21), in 

page 69. 

1. Compute the roots of the minimal polynomial: 

(A.1) 

2. Expand Yd(s) into partial fractions: 

(A.2) 

The 2 x 2 residue matrices may be computed by 

(A.3) 

and are of full rank; however, 

(A.4) 

is a matrix of rank 1. 

3. Write 

(A.5) 
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for example by computing the LU decomposition. The matrices Ck, Bk are 

2 x 2. R 0 may be factored as 

(A.6) 

4. The realization is given by 

A= 

B= (A.7) 
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APPENDIX B 

SYNCHRONOUS GENERATOR PARAMETER SET 

UNIQUENESS PROOFS 

The input-output characteristics of the d-axis may be conveniently expressed 

using transmission matrix descriptions of three series-connected two-port networks. 

The d-axis transmission matrix is the product of these three matrices [223]. Specif­

ically, 

(B.l) 

(B.2) 

and 

[ 
v~dr] [,),R -~:·fdrTR] [ v-:~2 ] 

-'lfdr 0 2TR -zfdr 
(B.3) 

The rotor transmission parameters are related to the admittance parameters ( 4.19 )-

(4.21) by 

It is important to note that 

[t22(s)]s=O = 1, 

[st21(s)]s=O = 0. 

(B.4) 

(B.5) 

(B.6) 

These relations are verified by substituting the functional forms of ( 4.19)-( 4.21) in 

(B.4) and evaluating them at zero. 
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Hence, the terminal characteristics of the d-axis are given by 

[ 
v~dr J = [T(s)] r~ds] ' 
-Z fdr Zds 

(B.7) 

where 

[T~ -~rfdrTRJ [tn(s) t12(s)J [ 1 -(rs+ sLzds)] [T(s)] = · · 
0 ':lTR t (s) t (s) __ 1_ rs+s(Ltds+Lmd) 2 21 22 sLmd sLmd 

(B.8) 

Proof [of Theorem 3] The proof is based on equating the transmission parameters 

of the two networks, i.e. T=T*. By means of (B.8), it is possible to solve for the 

transmission parameters of the second network: 

+ ti2(s)(Lzds + Lmd - L7ds - L~,d)], 

tt2(s) = r'f~:d [stn(s)Lmd(L7ds - Lzds) + t12(s)(Lzds + Lmd - L7dJ], 

t;1(s) = sTR* I~dL';,)st21(s)Lmd(L7ds + L-:nd - Llds) + 

+ t22(s)(Llds + Lmd - L7ds - L~d)], 

t;2 ( S) = TR!:fmd [ st21 ( S )Lmd( L7ds - Lzds) + t22 ( S) ( Lzds + Lmd - L7dJ] · 

(B.9) 

(B.10) 

(B.11) 

(B.12) 

It is also true that [st21(s))s=O = [st;1 (s)]s=O = 0, and [t22(s)]s=O = [t;2(s)]s=O = 1, 

for the selected form of rotor transfer functions. Multiplying both sides of (B.11) 

by s, and evaluating at zero yields (4.85). By substituting this result in (B.12), 

and again evaluating at zero, (4.84) is obtained. These two conditions allow the 

simplification of the transmission parameters expressions, which now become: 

tt1 (s) = t11 (s), 

tt2(s) = stn(s)1;'; (Lfds - Lzds) + (7,Ji;) 2
t12(s), 

t;1(s) = (Jf{.) 2
t12(s), 

t;2 ( s) = st21 ( s) JJi* ( L7ds - Lzds) + t22 ( s) . 

(B.13) 

(B.14) 

(B.15) 

(B.16) 
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The new impedance matrix, Zd( s), is computed by using the transformation 

(B.17) 

and ( 4.86) is obtained. 

Proof [of Theorem 4] The input-output behavior of the q-axis is characterized by 

its input impedance, which is 

(B.18) 

where Zq(s) = 1/Yq(s). If two networks are equivalent, then 

(B.19) 

which implies (4.88). Then, 

Z ( ) _ + (L* + L* L ) + sLmqZq(s) _ 
qs S - rs S lqs mq - mq sLmq+Zq(s) -

_ + L* + sL~2 z;(s) 
- rs S lqs sL:nq+Zt(s) ' (B.20) 

which can be solved for z;(s) to yield (4.89). Ill 
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APPENDIX C 

SYNCHRONOUS GENERATOR PRIME MOVER 

MODEL 

The generator's prime mover is a Dyne Systems 110-kW, 590-Nm, 3600-rpm, four­

quadrant, vector-controlled, induction motor-based dynamometer. Its mathematical 

model is shown in Fig. C.1. The parameters' values are: J = 8.40 Kg· m2 , srl = 

20.94 rad/s2
, Tsrl = 49.8 ms, 51m = 402.1 rad, K 0 = 91.5 N · m, T1d = 0.255 s, TJg = 

3.51 ms, Kw= 406.0 N. m. s, Tw = 0.803 s, Werr, thr = 10.0 rad/s, Te,min = -600 N. m, 

Te,max = 600 N · 111. 

Fig. C.1. Prime mover block diagram. 

The prime mover control parameters were obtained using evolutionary optimiza­

tion. A genetic algorithm minimized a root-mean-square error between estimated 

and measured speeds. The GA fitness function involved two studies: (1) a sud-
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l 10 rpm 

Fig. C.2. Speed variation during a torque change. 

1800 rpm~--------------......,.. time 

20 rpm! 1 8 
~ ~ 

1750 rp_!!l_ 

Fig. C.3. Speed variation during a change in speed reference. 

den torque change from 10 Nm to 80 Nm, with a constant commanded speed of 

w;m = 1800 rpm; (2) a change in speed reference from w;m,o = 1800 rpm to 

w;m,l = 1750 rpm, at no load. The measured and predicted (with the optimal 

parameter set) speeds are superimposed in Figs. C.2, C.3. The generator's torque, 

denoted by TL in Fig. C.l, was computed from terminal voltage and current. The 

exciter's torque was ignored. 
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The voltage regulator was custom built at Purdue University, and is using a 

Digital Signal Processor to apply the control logic. 

The measured voltages and currents are pre-processed to remove low- and high­

frequency noise. Any de measuring offset is subtracted by the high-pass filter; the 

computed peak is filtered again with a second-order low-pass filter. The filtering 

process in block diagram form is shown in Fig. D.1. 

Both peak voltage and current are monitored by the system's supervisory control. 

If they are within specified limits, the control signal Ovr enables the operation of 

the voltage regulator, depicted in Fig. D.2. Normally, the controller operates as a 

Proportional-Integral control, outputting a commanded field current. A hysteresis 

controller that is implemented in hardware maintains the actual current within a 

hysteresis band, whose peak-to-peak amplitude was set equal to 2.6.imax = 36 mA. 

The hardware configuration of the exciter drive is shown in Fig. D.3. The switches 

are controlled by the hysteresis modulator. For simulation purposes, the single-phase 

rectifier is modeled as a constant de voltage source, Vrect = 172 V. Also, the hysteresis 

modulator is modeled by an average-value representation; if 

Von= Vrect - Tsw'ljds, 

Voff = -Vrect - Vd - r d'l fds , 

(D.1) 

(D.2) 

(D.3) 



 

ToS + 1 

Filter time constants: 
T0 = 10.0 S 

T1 =10.0 ms 

2 2 

(~') + (~') Vqs Vas 
1 

~ 2 ~ 2 

( 's ) + (. ') lqs las 
1 

~·' = 2,/3 ( 1 0 ) 
' 3 _l_ -1 

2 

vln,pk = estimated peak line-to-neutral voltage 
ipk = estimated peak line current 

Fig. D.1. Pre-processing of measured voltages and currents. 

Controller constants: 
kpv = 24.5 mAN 
T

0
, = 0.2 s 

i1as,rrox = 3 A 

Anti-windup 

0 
/ ifds,lllfil< ·• 

_/ 11as 
I 
I 
I J , _____________________ ! 

ovr =voltage regulator on/off signal (logical) 
i;as = exciter field current command 
v~1.nn, = commanded line-to-line rms voltage 

Fig. D.2. Voltage controller logic. 
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then 

+ 

t 
172V 

I 

ron,U = 321 mfl 

von,d = 0.685 v 
r on,d = 35 m.Q 

Total switch-on resistance: r,w = ron,U + ron,L = 402 :mQ 

Total diode-on resistance: rd= 2r0 n,d = 70 :mQ 

Total diode-on voltage drop: vd = 2v0 n,d = 1.37 V 

Fig. D.3. Exciter's field winding drive circuit. 

{ 

. { lb.ii } - m1n Von' Von .6.imax 
Vjds -

{ 
.6.i } max V0ff,Voff~ L.\'lmax 

for fli < 0, 

for fli 2: 0 . 
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(D.4) 
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